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ABSTRACT

This paper proposes a novel framework to analyse the How financial development or management improvement and green technological innovation 
influence Environmental Quality in BRICS Economies. Using data from 2001 to 2023, the study applies the Westerlund cointegration test to validate 
the long-term relationship between these variables. Second-generation techniques, including CIPS and CADF stationarity tests, the Pooled Mean 
Group (PMG) Autoregressive Distributed Lag (ARDL) model, and the Dumitrescu and Hurlin causality analysis, reveal several key findings. Results 
indicate strong cross-sectional dependence across countries. The PMG estimator demonstrates a significant, negative long-term association between 
broad money, FDI, green technological innovation, and CO2 emissions, while domestic credit to the private sector shows a positive and significant 
relationship with carbon emissions. The Dumitrescu and Hurlin causality test identify a non-directional, long-term causality between financial 
development and CO2 emissions, with unidirectional causality observed between green innovation and carbon emissions. These findings suggest that 
industrial, financial, and technological advancements are essential for attracting high-quality FDI in BRICS nations; however, they also highlight the 
adverse environmental impacts of these developments, urging prompt policy responses.

Keywords: Broad Money, Green Technological Innovation, Pooled Mean Group, Environmental Quality, FDI 
JEL Classifications:  B27, E52, F18, F43, F64, G20, O10, O30, Q50

1. INTRODUCTION

Environmental quality has become a pressing global issue as 
nations grapple with the dual challenges of economic development 
and environmental sustainability. The quest for economic growth 
has historically been accompanied by increased environmental 
degradation, manifesting in pollution, resource depletion, and 
climate change. However, the advent of green technological 
innovation and the strategic development of financial sectors 
offer potential pathways to mitigate these adverse impacts while 

promoting sustainable development. The relationship between 
economic growth and environmental quality is often described by 
the Environmental Kuznets Curve (EKC) hypothesis. The EKC 
suggests an inverted U-shaped relationship between per capita 
income and environmental degradation: as an economy grows, 
environmental degradation initially increases, reaches a peak, and 
then declines as income continues to rise and cleaner technologies 
are adopted (Grossman and Krueger, 1995). In China, financial 
development indirectly affects environmental pollution through 
various pathways, with different impacts in regions of low and 
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high financial development (Xu et al., 2021). In Iran, financial 
development accelerates environmental degradation, while trade 
openness reduces environmental damage (Esmaeilpour Moghadam 
and Lotfalipour, 2014). However, a global study of 131 countries 
found that financial development indicators significantly improve 
environmental quality by reducing ecological footprint (Majeed 
and Mazhar, 2019). Conversely, research on emerging and 
growth-leading economies (EAGLEs) demonstrates that overall 
financial development, including its depth, access, and efficiency 
dimensions, significantly reduces environmental quality (Khan 
et al., 2023). These conflicting findings highlight the need for 
tailored environmental protection policies that consider regional 
financial development characteristics and the complex interplay 
between financial development and environmental quality.

Recent studies have examined the complex relationships between 
financial development, economic growth, globalization, and 
environmental quality. Financial development has been found to 
have an inverted U-shaped relationship with economic growth, 
initially promoting growth but potentially slowing it at higher 
levels (Li et al., 2015). This hypothesis underscores the importance 
of technological advancement and policy interventions in breaking 
the link between economic growth and environmental harm. 
Financial development refers to the growth and maturation of 
financial institutions, markets, and instruments that facilitate 
investment and economic activity. A well-developed financial 
system can influence environmental quality in several ways. Firstly, 
it provides the necessary capital for investments in environmentally 
friendly technologies and projects. Secondly, it enhances the 
efficiency of resource allocation, ensuring that investments are 
directed towards sustainable and productive uses. Thirdly, financial 
markets can incentivize firms to adopt greener practices through 
mechanisms such as green bonds and environmental, social, and 
governance (ESG) criteria. A burgeoning body of various suggests 
that financial development can have both positive and negative 
impacts on environmental quality. On the positive side, access 
to finance can enable firms to invest in cleaner technologies and 
adopt sustainable practices (Shahbaz et al., 2016). Conversely, 
increased financial activity can also lead to higher levels of 
consumption and industrial activity, which may exacerbate 
environmental degradation if not properly managed (Zhang, 
2011). The net effect of financial development on environmental 
quality thus depends on a variety of factors, including regulatory 
frameworks, market incentives, and the overall structure of 
the financial system. Green technological innovation involves 
the development and implementation of new technologies that 
reduce environmental impacts and promote sustainability. These 
innovations span various sectors, including energy, transportation, 
manufacturing, and agriculture. Examples include renewable 
energy technologies, energy-efficient appliances, waste reduction 
techniques, and sustainable agricultural practices. The role of 
green technological innovation in enhancing environmental 
quality is well-documented. Innovations in renewable energy 
technologies, such as solar and wind power, have significantly 
reduced greenhouse gas emissions and dependence on fossil fuels 
(IRENA, 2020). Similarly, advancements in energy efficiency 
technologies have lowered energy consumption and reduced 
environmental footprints across industries (Jednak et al., 2020).

Moreover, green innovations often lead to cost savings and 
increased competitiveness for firms, creating a win-win situation 
for both the economy and the environment. The interaction 
between financial development and green technological innovation 
is a critical area of interest for policymakers and researchers 
alike. Financial development can facilitate green innovation by 
providing the necessary funding and investment opportunities 
for research and development (RandD) activities. Furthermore, 
financial institutions can play a pivotal role in supporting green 
startups and scaling up environmentally friendly technologies. 
Conversely, green technological innovation can influence financial 
markets by creating new investment opportunities and altering 
risk perceptions. For instance, the rise of green bonds and ESG 
investing reflects a growing recognition of the financial value 
of sustainability. Additionally, green technologies can mitigate 
environmental risks that could otherwise impact financial stability, 
such as those associated with climate change and resource scarcity. 
financial development leads to environmental degradation, while 
others suggest it can improve environmental outcomes through 
green investments and sustainable practices. For instance, research 
by Nguyen et al. (2024) states that the relationship between 
financial development and environmental pollution is an inverted 
U-shape in low-income countries, but not in middle-income 
countries. Ruza and Caro-Carretero (2022) indicates that the 
relationship between financial development and environmental 
degradation is non-linear, with financial development initially 
increasing emissions but then decreasing them after a certain 
threshold. - The relationship between financial development 
and different greenhouse gas emissions (CO2, methane, nitrous 
oxide) varies, with an inverted U-shaped relationship for methane 
emissions but a U-shaped relationship for CO2 emissions. Xu 
et al. (2021) clearly states that financial development has different 
indirect impacts on environmental quality depending on the level 
of financial development in the region.

1.1. Research Question
How financial development and green technological innovation 
influence Environmental Quality in BRICS Economies?

Aligned with its research objective, this study seeks to create an 
SDG-focused policy framework to address the environmental 
externalities resulting from financial development and green 
technological innovation shocks in BRICS countries. The 
relationship between financial development, green technology 
innovation and environmental quality has become a focal point 
of research in recent years, reflecting the growing concerns over 
the sustainability of economic growth. This research aims to 
examine how financial development, including metrics such as 
broad money, domestic credit to the private sector, foreign direct 
investment (FDI), and green technological innovation, influences 
carbon emissions in BRICS countries using data from 2001 to 
2023. The findings reveal a significant cross-sectional dependence 
among the countries in the panel. The structure of the paper 
is as follows: Section 2 reviews the empirical literature on the 
relationship between financial development and carbon emissions. 
Section 3 details the research data definitions and the empirical 
methodologies used in this study. Section 4 presents the empirical 
results, and Section 5 concludes the paper.
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2. REVIEW OF LITERATURE

This review of literature aims to synthesize existing research 
on the impact of financial development and green technological 
innovation on environmental quality, highlighting key findings, 
methodologies, and theoretical perspectives.

2.1. Financial Development and Environmental Quality
Environmental sustainability has become an increasingly pressing 
concern, capturing the attention of scholars. This heightened 
interest has led to the development of a broader spectrum of 
empirical research. The ecological footprint (EF) is a popular 
metric for measuring impact on the environment. Several recent 
research projects have investigated what causes ecological 
footprints to grow or shrink. Urbanization, renewable energy, 
resource extraction, and technical progress are some of the 
variables (Sharif et al., 2022; Yasin et. al., 2023). The development 
of new technologies, as well as the creative use of existing 
technology, are included in technological innovation. Ahmad et al. 
(2023) state that this entails creating innovative ideas, creating 
and executing new patents, and altering how things are produced. 
Technological innovation is thought to be a crucial solution to 
environmental problems. It can reduce carbon dioxide emissions 
by using a variety of techniques. These include carbon absorption 
in photosynthetic processes in biomass systems, carbon storage in 
fossil fuel infrastructure, and energy storage device use in power 
production. In addition, there are several ways in which green 
technology might influence environmental pre-eminence. As 
technology continues to progress, scientists and policymakers are 
starting to see the value of technological innovation in reducing 
CO2 emissions, (Ahmad et al., 2023; Razzaq et al., 2023). 
Similarly, Islam et al. (2023) found that TI negative shock can 
raise CO2 emissions.

The BRICS nations—Brazil, Russia, India, China, and South 
Africa—have experienced significant financial growth in recent 
years. However, this rapid development has bad environmental 
consequences, mainly in terms of increased carbon emissions. 
Researchers have been investigating the bond between financial 
development and carbon emissions in these countries. The 
Environmental Kuznets Curve (EKC) hypothesis posits that the 
relationship between financial development and CO2 emissions 
is characterized by an inverted U-shape (Castiglione et al., 2012). 
However, more recent studies suggest that this relationship is 
more complex and may depend on factors such as a country’s 
stage of development and its economic structure (Apergis and 
Payne, 2014). Research indicates that financial development can 
contribute to higher carbon emissions in BRICS nations. For 
instance, Shahbaz et al. (2019) observes that financial development 
leads to increased carbon emissions in Brazil, Russia, and South 
Africa. Similarly, Zhang et al. (2021) observed this relationship 
in China and India. Because financial development often results 
in greater energy consumption, industrialization, and economic 
growth, all of these contribute to higher carbon emissions.

Some studies have revealed a more nuanced relationship between 
financial development and carbon emissions. For example (Dong 
et al., 2019) found that financial development in China can reduce 

carbon emissions by encouraging clean energy and decreasing 
energy intensity. Similarly, Bhattacharya et al. (2019) observed 
that in India, financial development can lower carbon emissions 
by promoting sustainable energy and reducing carbon intensity.

Researchers have also examined the impact of carbon emissions 
on financial development in BRICS countries. Khan et al. (2020) 
found that carbon emissions can hinder financial development in 
Brazil, Russia, and South Africa by slowing economic growth and 
exacerbating environmental degradation. Conversely, Li et al. 
(2020) discovered that in China and India, carbon emissions can 
actually stimulate financial development by driving investment 
in clean energy and reducing carbon intensity. There is constant 
debate among scholars regarding the role of financial development 
in promoting a low-carbon economy. Some argue that financial 
development suppresses CO2 emissions, a perspective supported 
by Aluko and Obalade (2020) identify that financial development 
is inversely correlated with CO2 emissions in 35 sub-Saharan 
African countries. Their research indicates that a 1% increase 
in financial development could reduce CO2 emissions by 
2.743%. (Nosheen et al. 2020) conducted a study on 11 Asian 
countries and found that financial development positively impacts 
economic growth while negatively impacting CO2 emissions. 
They concluded that financial development helps investors and 
companies obtain credit for environmentally friendly technologies. 
Odhiambo’s (2020) research on 39 sub-Saharan African countries 
also suggested that financial development reduces CO2 emissions 
unconditionally on the other hand, some argue that financial 
development promotes CO2 emissions. Raghutla et al. (2024) 
found that financial development and technology can help BRICS 
economies reduce CO2 emissions and improve environmental 
quality over the long term. Umar et al. (2020) used data from 
China and found that from 1975 to 1983, financial development 
significantly reduced CO2 emissions. However Nasir et al. (2021) 
analyzed Australia’s industrialization and concluded that financial 
development is related to CO2 emissions, with a short-term 
two-way causal relationship between economic growth and CO2 
emissions. They suggested that long-term financial development 
might positively impact CO2 emissions. Financial development 
fosters innovation, leading to environmentally sustainable 
technologies, especially in the energy sector (Álvarez-Herránz 
et al., 2017; Duque-Grisales et al. 2020; Ozcan et al., 2020). It 
promotes technological advancements through new products 
or processes that reduce emissions and energy consumption 
(Birdsall and Wheeler 1993; Abbasi and Riaz 2016; Law 
et al. 2018). However, increased investment through financial 
development can also elevate energy consumption, adversely 
affecting the environment (Jensen, 1996; Ogbeifun and Shobande 
2022). Financial and economic growth attracts Foreign Direct 
Investments (FDI) and Foreign Institutional Investments (FII) to 
emerging economies like India (Gandhi et al. 2013; Dhingra et al., 
2016). FDI enhances technology transfer, expertise, and green 
technology adoption, reducing carbon footprints (Pantelopoulos, 
2023). This comprehensive review of literature studies serves as 
a crucial step in identifying and formulating hypotheses that are 
well-supported by existing research. These hypotheses can then 
guide future empirical investigations, contributing to a deeper 
understanding.
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2.2. Green Technological Innovation and Environmental 
Quality
Green technological innovation is pivotal for achieving sustainable 
environmental outcomes. Innovations in green technology 
encompass a wide range of developments, including renewable 
energy technologies, energy-efficient processes, and pollution 
control mechanisms. The literature consistently highlights 
the beneficial effects of green technological innovation on 
environmental quality. For example, Popp (2019) argues that 
technological advancements in renewable energy significantly 
reduce greenhouse gas emissions and reliance on fossil fuels. 
Additionally, Jaffe and Stavins (1995) found that innovations 
in energy-efficient technologies lead to substantial reductions in 
energy consumption and pollution levels. The effectiveness of 
green technological innovation in improving environmental quality 
can be influenced by various moderating factors. According to 
Horbach et al. (2012), the regulatory environment plays a critical 
role in determining the adoption and impact of green technologies. 
Their study suggests that stringent environmental regulations spur 
innovation and lead to better environmental outcomes.

The World Bank has long maintained that economic growth 
increases per capita income, reduces poverty, and enhances 
environmental quality. Manufacturers with insightful knowledge 
and recognition invest more in developing environmentally 
friendly technologies, positively impacting CO2 emissions 
and reducing environmental contamination (Sun et al. 2023). 
Conversely, economic growth can increase production and 
consumption, putting more pressure on environmental resources 
and causing harm (He and Wang, 2024; Li and Li, 2022).), positive 
innovations in financial systems, such as market expansion, 
risk minimization, product and process innovations, investment 
diversification, optimal resource allocation, and increased 
research in financial systems, have been shown to positively 
impact the environment (Chishti and Sinha 2022). Numerous 
studies indicate that capital markets, a key component of financial 
development, reward firms with higher equity valuations for strong 
environmental performance (Chishti et al., 2023). Consequently, 
countries with well-developed financial markets tend to benefit 
from better environmental quality (Dasgupta et al., 2001; Zhang 
et al., 2021; Majeed and Mazhar, 2019).

However, there are opposing viewpoints. Increased credit facilities 
through financial development can lead to higher consumption of 
automobiles, electronic gadgets, and machinery, which negatively 
impacts the environment. Additionally, credit provided for 
business expansion, new technological innovation machinery 
replacement, or new plant purchases can raise CO2 levels in a 
country (Zhang et al., 2021).

The relationship between carbon emissions and financial 
development in BRICS nations is complex and multifaceted. 
While financial development can lead to higher carbon emissions, 
it can also support sustainable energy initiatives and reduce 
carbon intensity. Similarly, carbon emissions can hinder financial 
development and encourage investment in clean energy and 
environmental improvement. Further research is necessary to 
fully understand this relationship and to develop policies that 

support sustainable financial development in BRICS nations. 
There are many studies that offer contradictory support about the 
Environmental Kuznets Curve (EKC) hypothesis, showing both 
positive and negative relationships among financial expansion and 
carbon emissions across different settings. For instance, research 
by Shahbaz et al. (2019) and (Zhang and Li, 2020) suggests that 
financial development leads to increased carbon emissions in 
BRICS nations. In contrast (Dong et al., 2020) and (Bhattacharya, 
2019) disagree that financial development can actually lead to 
reduced emissions by promoting technological progress.

2.3. Research Gap
A review of the literature on the environmental effects of 
financial development and green technological innovations 
reveals mixed impacts on environmental quality. However, prior 
studies generally evaluate these impacts unilaterally, assuming 
that increases or decreases in innovation efforts will have 
similarly scaled environmental effects. Considering the diverse 
economic structures of different nations, this assumption may 
be unrealistic. This study seeks to address this gap by exploring 
the premise that innovation shocks may have varied impacts on 
environmental quality. Through this approach, the study aims 
to make a meaningful contribution to the existing literature. 
Numerous studies have explored the relationship between financial 
development and green technological innovation. Based on this 
research, we have developed the following hypotheses. These 
hypotheses aim to investigate the impact of financial sector growth 
and advancements in eco-friendly technologies on environmental 
quality. By analyzing existing literature, we seek to understand 
how financial resources and innovation can be leveraged to achieve 
sustainable environmental outcomes. The insights drawn from 
these hypotheses may offer valuable guidance for policymakers 
in emerging economies, particularly in fostering conditions that 
support both economic growth and environmental sustainability.
H1:  Financial Development negatives impact on Environmental 

Quality
H2:  Green Technological Innovation negatives impact on 

Environmental Quality.

3. DATA AND RESEARCH METHODOLOGY

3.1. Data
The objective of this research endeavour is to examine the 
relationship and how financial development and green technology 
adoption, collectively influence the carbon emissions of the 
BRICS countries. The empirical investigation utilized panel data 
spanning from 2001 to 2023 and employed robust econometric 
methodologies. A comprehensive analysis of the data is provided 
in Table 1, while Figure 1 depicts the theoretical framework of 
the study.

3.2. Empirical Model
The relationship between how financial development and green 
technology adoption, collectively influence the carbon emissions 
of the BRICS countries can be expressed in a functional form in 
equation 1 as follows.

CO2=f (BM, DCPS, FDI, GTI) (1)



Chishty, et al.: The Impact of Green Technological Innovation and Management Improvement on Environmental Quality in the BRICS Economies

International Journal of Energy Economics and Policy | Vol 15 • Issue 2 • 2025 433

Initially, we calculate the multiple linear regression models, which 
can be represented as follows.

CO2it = β0 + α1 BMit + α2 DCPSit + α3 FDIit + α4 GTIit + εit (2)

Equation (2) represents the multiple linear regression model, 
where CO2 denotes the Carbon emission, BM stands for Broad 
money, DCPS, domestic credit to private sector FDI represents the 
Foreign direct investment, and GTI, stand for green technological 
innovation. The coefficients of control variables are represented 
by the symbol α, whereas signifies the error term. 

3.3. Econometric Methodology
The aims of this paper are to explore the how financial development 
and green technology adoption, collectively influence the carbon 
emissions of the BRICS countries. The paper used linear and 
nonlinear autoregressive distributed lag (ARDL) approaches 
to explore these associations. The results of the Westerlund 
co-integration show long-run co-integration between the load 
capacity factor and the independent variables. The investigation 
focuses on BRICS countries over the period spanning from 2001 
to 2023. The research methodology involves several steps: first, 
assessing the homogeneity of slopes; second, examining cross-
sectional dependence in panel data; and third, applying a panel co-
integration test. Subsequently, based on the outcomes of these tests, 
the study selected the econometric model and estimation approach, 
leading to an analysis of the long-term causal relationships among 
the variables.

3.3.1. The slope homogeneity test
The issue of varying slopes holds significant relevance in panel 
data econometrics. We examine slope heterogeneity by employing 
the Pesaran and Yamagata (2008) to address this concern. This 
test assesses slope heterogeneity by analysing the dispersion 
of the weighted slope for each individual. The test statistics are 
determined through the following equations.
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3.3.2. The cross-section dependence test
To assess cross-sectional dependence, we utilized the CD test 
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3.3.3. Unit root test
The well-known first-generation unit root tests such as the 
Augmented Dickey-Fuller (ADF), Phillips-Perron, Breitung, 
Maddala, and Hadri tests are widely utilized in econometrics. 
However, they are not suitable when dealing with issues like (CSD) 
and (SH) in the data. These problems can undermine the reliability 
of the results obtained from these traditional tests.

In light of these challenges, a second-generation unit root test 
known as the Cross-Sectional (CIPS) and the Cross-Sectional 
(CADF) test, as proposed by Pesaran (2007), come into play. These 
advanced tests are designed to assess the stationarity of variables 
in panel data, even in the presence of Cross-Sectional Dependence 
and Slope Heterogeneity. Equation (5) outlines a crucial step in 
the CIPS test, which involves calculating the cross-sectional mean 
of “ti.” This means calculation is a fundamental component of 
the CIPS test, serving as part of the procedure to determine the 
stationarity of variables while accounting for the challenges posed 
by Cross-Sectional Dependence and Slope Heterogeneity.

CIPS =
=∑1 1N
ti N T

i

N
( , )

( )
 (5)

The Cross-Sectional Augmented Dickey-Fuller (CIPS) test has 
been gaining appeal in the academic sphere due to its effectiveness 
in addressing issues related to Cross-Sectional Dependence 
(CSD) and heterogeneity. In this method, the baseline hypothesis 
revolves around the unit-root test. If test indicates the variable 
exhibits stationarity at I (I), it signals the need to proceed with 
a cointegration test before delving into parameter estimation. 
To facilitate the CIPS test, the Cross-Sectional Augmented 
Dickey-Fuller (CADF) method is employed to calculate the necessary 
statistics. Conversely, Equation (6) for CADF, which stands for Cross-
Augmented Dickey-Fuller, can be expressed as follows:
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This equation forms the foundation for the Cross-Sectional 
Augmented Dickey-Fuller Test method, enabling researchers to 
obtain the essential statistics used in the CIPS test, where Yt-1 and 
ΔYit-1 are at level (I (0)) and first difference (I(I)) of each cross-
sectional series.

3.3.4. Co-integration test
The examination of cointegration holds significant importance in 
econometric literature, given that many assumptions in economic 

Table 1: Variables of study.
Types Acronym Variable titles Measurements and data sources Data availability
Outcome CO2 Corbon emission CO2 emissions (kg per 2021 PPP $ of GDP) 2001–2023
Input FSD Broad money Broad money (% of GDP) 2001–2023

DCPS Domestic credit to private sector Domestic credit to private sector (% of GDP) 2001–2023
FDI Foreign direct investment Foreign direct investment, net inflows (% of GDP) 2001–2023
GTI Green technological innovation Green technological innovation patent applications, 

(residents and non-resident)
2001–2023

The measurement and source of variables. Source: Previous studies. DCPS: Domestic credit to private sector, FDI: Foreign direct investment, GTI: Green technological innovation
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theories pertain to long-run implications. Consequently, this study 
explores the existence of a long-run relationship among integrated 
series. Given the presence of cross-sectional dependency, the 
Westerlund (2008) is employed due to its capability to yield robust 
and reliable results, as indicated by Pesaran (2015). The Westerlund 
cointegration test outperforms conventional cointegration tests by 
effectively addressing cross-sectional dependence. One notable 
advantage of this test lies in its utilization of the bootstrap approach 
technique, which is particularly effective in accommodating 
cross-sectional dependence. The second-generation Pesaran 
(2015), typically comprises four equations, represented as Eqs. 
(7), (8), (9), and (10). These equations serve as the foundation 
for conducting cointegration analysis in scenarios where panel 
data exhibits complex characteristics such as cross-sectional 
dependence, heterogeneity, and non-stationarity.
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In the realm of statistical analysis for panel data, there are several 
sorts of group means statistics represented as Gt and Ga, as well as 
panel means statistics denoted as Pt and Pa. Each of these statistical 
measures serves specific purposes and is abbreviated accordingly. 
When we assume that the model variables are independent, 
often called the “null” hypothesis, and the alternative hypothesis 
suggests the existence of co-integration among the variables, we 
calculate test statistics for this purpose. These statistics help us 
determine whether the data provides evidence for the presence 
of these co-integrating relationships or if the null hypothesis of 
no relationship between the variables holds. Essentially, these 
statistics are essential for assessing the strength and significance 
of potential co-integration among the variables being studied.

In this research, the robustness of the estimation outcomes obtained 
through the ARDL method was verified by conducting FMOLS and 
DOLS tests. Additionally, panel causality testing was conducted 
to explore the causal relationships among the variables. For this 
purpose, the DHC test was employed, which is a variation of the 
Granger causality test specifically designed for heterogeneous 
panel datasets with fixed coefficients (Ahmed et al., 2022). The 
DHC test utilizes the Zbar test to assess normal distribution and 
the Wbar test to evaluate the mean (Dumitrescu and Hurlin, 2012). 
It is represented by the following equation:”
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Where j represents the lag length and βi
j  represents the 

autoregressive parameters.

The null hypothesis and the alternative hypothesis of this test are 
as follows:

H for ii
k

0 0= =β ( ) no causality

βi
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H1 ≠ 0 i, = N1 + 1, N1 + 2N1………N Unidirectionally causality

In this analysis, we utilize the panel ARDL model to estimate 
the regression. The choice of employing the panel ARDL as an 
estimation strategy steps from preliminary statistical assessments, 
particularly testing of unit root, to check the stationarity of the 
selected series. This study conducts unit root tests including the Im, 
Pesaran, and Shin W-stat (Im et al., 2003), as well as Augmented 
Dickey-Fuller (ADF) test, which is introduced by Dickey and 
Fuller, (1979), and present the results in Table 5. The statistical 
analysis reveals a mixed trend of stationarity, with some series 
exhibiting stationarity at level I(0) while others show stationarity 
at the first difference I(1). Given this mixed trend of stationarity, 
we opt for the panel ARDL approach for regression analysis. 
The ARDL model is well-suited to handle different levels of 
stationarity, cointegration, and endogeneity. Additionally, Farooq 
et al. (2024) demonstrates that the panel ARDL model can provide 
efficient estimates even with small sample sizes. By incorporating 
lags, the ARDL model effectively mitigates endogeneity issues. 
This modelling approach has also been utilized by Khan et al. 
(2022) in examining similar sets of variables.

Furthermore, to certify the robustness of the findings, this study 
employs the fully modified OLS and dynamic OLS models which 
is used in earlier studies by (Shahbaz, 2009; Priyankara et al., 2018; 
Khan et al., 2019; Olofin et al., 2019; Olorogun, 2023; Ramirez 
et al., 2023). These models also facilitate long-run estimation of 
coefficients, thereby enhancing the reliability of our findings. 
Figure 2 illustrates the analytical framework.

4. RESULTS AND DISCUSSION

4.1. Descriptive Statistics on Study Variables
The Table 2 provided outlines various statistical measures for 
five variables: LCO2 (likely referring to log-transformed CO2 

Figure 1: Framework of analysis
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emissions), log-transformed broad money (LBM), log-transformed 
domestic credit to the private sector (LDCPS), log-transformed 
foreign direct investment (LFDI), and log-transformed green 
technology innovation (LGTI). Key metrics include the mean, 
median, maximum, minimum, standard deviation, skewness, and 
kurtosis. The mean values show LCO2 at -1.55, indicating an 
overall negative average, while the other variables have positive 
means, with LGTI highest at 9.45. Medians are close to their means, 
indicating relatively symmetric distributions. However, LCO2 is 
negatively skewed, suggesting a longer left tail, while LGTI shows 
positive skewness, indicating a longer right tail. Kurtosis values 
around 3 indicate that the variables are fairly close to a normal 
distribution, though LCO2 shows lower kurtosis at 2.09.

4.2. Correlation between Variables
The correlation matrix reveals positive correlations between 
LCO2 and both LBM and LDCPS, with values of 0.55 and 0.56, 
respectively. Conversely, LCO2 has a negative correlation with 
LFDI at −0.45. LBM and LDCPS are highly correlated at 0.93, 
suggesting a strong relationship between biomass and domestic 
credit. The Figure 2 suggests that while CO2 emissions are 
linked to broad money and domestic credit to private sector, they 
inversely relate to foreign investment, highlighting complex 
interdependencies among economic and environmental factors.

4.3. The Slope of Heterogeneity Test
Table 3 shows the results of the slope homogeneity test, which 
follows the methodology outlined. The test results reveal a problem 
with heterogeneity in the model, meaning that the coefficients are 
not consistent and vary across different countries. This variability 
in slopes indicates that the relationship between the variables 
differs from one country to another.

By rejecting the assumption that slopes are homogeneous 
(i.e., consistent across all countries), the findings suggest that 
applying a panel causality analysis under the assumption of 
homogeneous slopes could lead to incorrect conclusions. In other 
words, assuming that the effect of the independent variable on 
the dependent variable is the same for all countries may not be 
accurate and could result in misleading interpretations of the data. 

This highlights the importance of accounting for these differences 
to ensure more accurate and reliable analysis.

Table 4 displays the results of the Pesaran (2015) CD test, which 
checks for cross-sectional dependence in panel data. The results 
show that cross-sectional dependence exists, meaning that the 
data points across different sections (e.g., countries) are correlated 
and not independent of each other. Given the presence of both 
slope heterogeneity (as identified in Table 3) and cross-sectional 
dependence, it is crucial to use analytical methods that address these 
issues. To properly analyze the data, we will utilize second-generation 
panel unit root tests and cointegration methods. These advanced 
methods are designed to handle the complexities introduced by both 
varying slopes and interdependencies across different sections of the 
panel data, ensuring more accurate and robust results.

The next phase of the research involves ensuring the proper 
sequence for integrating multiple datasets. Table 5 shows the 
results from the CIPS, CADF, and Levin panel unit root tests. 
These tests reveal that some variables are stationary at their 
levels, indicated as I(0), while others are stationary only after 
first differencing, indicated as I(1). Due to the mixed integration 
properties of the variables, where some are I(0) and others are 
I(1), we use both linear and nonlinear ARDL (Autoregressive 
Distributed Lag) cointegration methods. These methods allow 
us to accurately analyze the relationships between the variables 
despite their different levels of integration, ensuring robust and 
reliable results in our analysis.

After completing the unit root tests, the next step is to examine 
if the variables exhibit a long-term co-integration relationship. 
Table 6 presents the results from the co-integration assessments 
using the Westerlund (2007) approach.

The outcomes of the Westerlund panel co-integration test 
indicate that the statistics lead to rejecting the hypothesis of 
non-cointegration more frequently at the panel level compared to 
the individual level. This implies that there is a significant long-
term relationship between two or more variables across the panel 
data. In other words, the variables move together over the long 
run, confirming the presence of co-integration.

Table 2: Summary statistics and correlation statistics
Statistics LCO2 LBM LDCPS LFDI LGTI
Mean −1.55 4.38 4.09 0.42 9.45
Median −1.35 4.29 4.04 0.51 9.13
Maximum −0.32 5.43 5.27 2.27 14.17
Minimum −3.91 3.17 2.82 −1.58 6.30
SD 0.97 0.48 0.51 0.72 2.14
Skewness −0.54 0.41 0.33 −0.32 0.68
Kurtosis 2.09 3.02 3.17 2.72 2.85
Correlation

LCO2 1 0.55 0.56 −0.45 −0.01
LBM 0.55 1.00 0.93 −0.27 0.63
LDCPS 0.56 0.93 1.00 −0.31 0.58
LFDI −0.45 −0.27 −0.31 1.00 −0.17
LGTI −0.01 0.63 0.58 −0.17 1.00

SD: Standard deviation, LBM: Log-transformed broad money, LDCPS: Log-transformed 
domestic credit to the private sector, LFDI: Log-transformed foreign direct investment, 
LGTI: Log-transformed green technology innovation, LCO2: Likely referring to 
log-transformed CO2 emissions

Figure 2: Summary of model
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4.4. Pooled Mean Group Autoregressive Distributed 
Lag (PMG-ARDL) Analysis
In Table 7, the analysis reveals that broad money (LBM) 
significantly reduces CO2 emissions in the long term, with 
a 2.88% decrease in emissions in BRICS countries linked to 
increased LBM. This reduction is due to broad money facilitating 
investments in green technologies, lowering financing costs, 
enhancing financial stability, encouraging sustainable practices, 
ensuring regulatory compliance, and fostering eco-friendly 
innovations (Batool et al., 2020; Gök, 2020; Neog and Yadava, 
2020). These results align with recent studies indicating that 

financial development improves environmental quality and reduces 
CO2 emissions in BRICS economies.

Conversely, the analysis shows that LDCPS (domestic credit to the 
private sector) has a positive and statistically significant impact 
on carbon emissions, meaning a 1% increase in LDCPS leads to 
higher emissions. Studies by Ali et al. (2020) and Jianguo et al. 
(2022) have found that financial development and stock market 
growth can expand financing options, lower costs, reduce risks, and 
promote investments, which in turn increase energy consumption 
and emissions.

However, foreign sector development shows a negative but 
statistically insignificant impact on carbon emissions, indicating 
that a 1% increase results in a 0.74% decrease in emissions. FDI can 
reduce carbon emissions by introducing advanced, energy-efficient 
technologies and environmentally friendly practices to the host 
country (Zhu et al., 2023). Foreign firms often adhere to stricter 
environmental regulations from their home countries, thereby 
improving environmental standards and lowering emissions in the 
host country (Pao and Tsai, 2011). Additionally, FDI can stimulate 
economic growth, enhancing the host country’s capacity and 
willingness to invest in environmental protection and sustainable 
practices (Cole et al., 2021). On the other hand, FDI can have 
negative impacts on carbon emissions. It may be directed toward 
countries with lax environmental regulations, leading to higher 
emissions as companies exploit these lenient policies (Hoffman 
et al., 2005). FDI can also lead to increased industrial production 
and energy consumption, particularly in carbon-intensive industries, 
thereby raising emissions (Shahbaz et al., 2015). Moreover, FDI can 
drive the exploitation of natural resources, resulting in deforestation, 
land degradation, and higher emissions (Tang and Tan, 2015).

Similarly, green technology innovation (GTI) benefits BRICS 
countries by reducing carbon emissions. A 1% increase in GTI 
corresponds to a 0.29% decline in emissions, indicating an 
adverse relationship between GTI and CO2 emissions. The 
negative coefficient of GTI suggests that higher levels of GTI 
can decrease CO2 emissions. Therefore, policies promoting 
innovation are crucial for minimizing emissions. This is because 
GTI: (i) Improves operational capabilities while reducing 
environmental impact, addressing the economic-environmental 
issue, (ii) Enhances resource use efficiency, encourages sustainable 
energy development and use, and lowers environmental pollution, 
(iii)Through advanced technology, efficient energy usage 
reduces consumption and improves financial development and 
environmental quality by decreasing CO2 emissions. To create 
a greener society and improve environmental quality in BRICS 
economies, it is essential to promote green economic growth 

Table 3: The slope of heterogeneity test
Test statistics Statistics P
∆test 2.13** 0.00
∆adj 4.11** 0.00
Symbols ** respectively, describe the levels of significance at 10%, 5%, and 1%, 
whereas the values in parenthesis contain the P values

Table 4: Cross-sectional dependence
Variables CD statistics P Decisions
LCO2 5.13*** 0.00 Cross sectional dependency
LBM 13.02*** 0.00 Cross sectional dependency
LDCPS 7.93*** 0.00 Cross sectional dependency
LFDI 1.75*** 0.07 Cross sectional dependency
LGTI 1.63*** 0.10 Cross sectional dependency
**, and ***, respectively, describe the levels of significance at 5%, and 1%, whereas 
the values in parenthesis contain the P-values. LBM: Log-transformed broad money, 
LDCPS: Log-transformed domestic credit to the private sector, LFDI: Log-transformed 
foreign direct investment, LGTI: Log-transformed green technology innovation, CD: 
Cross-country dependencies

Table 5: Unit root test
Cross Section ally Augmented IPS (CIPS)

Variable Level First difference
Statistics P Statistics P Decision

LCO2 1.58 0.94 −3.37*** 0.00 I (0)
LBM 0.11 0.54 −8.26*** 0.00 I (I)
LDCPS −1.73** 0.04 −10.99*** 0.00 I (0)
LFDI −2.20 0.01 −6.96*** 0.00 I (I)
LGTI 1.21 0.11 −3.91*** 0.00 I (I)

Cross section ally augmented CADF (CADF)
Variable Level First Difference

Statistics P Statistics P Decision
LCO2 3.55 0.96 31.20*** 0.00 I (0)
LBM 9.20 0.90 92.51*** 0.00 I (I)
LDCPS 22.93 0.01 35.11*** 0.00 I (0)
LFDI 20.86 0.02 60.77*** 0.00 I (I)
LGTI 15.60 0.10 37.21*** 0.00 I (I)

Cross section Levin et al. (2002)
Variable Level First Difference

Statistics P Statistics P Decision
LCO2 0.69 0.75 −2.43*** 0.00 I (I)
LBM −1.84 0.03 −5.09*** 0.00 I (I)
LDCPS −2.95** 0.00 −4.91*** 0.00 I (0)
LFDI −1.38 0.08 −3.55*** 0.00 I (I)
LGTI −3.74 0.00 −2.85*** 0.00 I (I)
The panel unit root test was performed under the null hypothesis wherein the variables 
are homogeneous non-stationary. ***, **, and * denote statistical significance 
level at 1%, 5%, and 10%, respectively. LBM: Log-transformed broad money, 
LDCPS: Log-transformed domestic credit to the private sector, LFDI: Log-transformed 
foreign direct investment, LGTI: Log-transformed green technology innovation

Table 6: Westerlund (2007) Co-Integration Test
Statistics Value Z P Outcomes
Gt 4.02*** 3.05*** 0.00 Co-integration
Ga −2.04*** −3.60** 0.05 Co-integration
Pt −3.12*** −4.32*** 0.00 Co-integration
Pa −1.08** −1.40* 0.09 Co-integration
The Gt and Ga statistics test cointegration for each cross-section, and Pt and Pa test 
cointegration in the panel under the null hypothesis of no cointegration. ***, **, and 
* denote statistical significance level at 1%, 5%, and 10%, level, respectively
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and finance strategies, facilitate technology transfer for green 
investments and trade, focus on RandD, ICT, biotechnology, 
and nanotechnology, and implement policies that reinforce 
green innovation in global markets. Technological innovation 
is also critical in OECD economies for reducing emissions and 
environmental degradation, consistent with recent research 
by Guo (2021) and Shan et al. (2021), which found that GTI 
positively impacts CO2 emissions. Zhao et al. (2022) revealed 
that GTI mitigates CO2 emissions by improving technological 
innovation, similar to findings by Bakhsh et al. (2021) that 
investing in technology innovation helps reduce CO2 emissions. 
To ensure the reliability of these findings, FMOLS and DOLS 
tests were conducted, with results presented in Table 8. Figure 2 
offers a concise overview of the study’s key findings and insights, 
providing a clear and efficient summary. 

The study’s findings are consistent and reliable, as indicated by 
the results from various estimation methods. The fixed effects 
model and DOLS (Dynamic Ordinary Least Squares) produced 
results similar to those obtained through AMG (Augmented Mean 
Group) and FMOLS (Fully Modified Ordinary Least Squares), 
despite having different coefficient values. This consistency across 
multiple methods suggests that the study’s conclusions are robust 
and dependable.

4.5. Panel Causality Test Results
Table 9, shows the D-H causality estimation method to analyze 
the causal relationships among the study variables. The findings, 
presented in Table 9, indicate that there is only one unidirectional 
causality: from green technology innovation (lGTI) to carbon 
emissions. Additionally, there are non-directional causal 
relationships among broad money (lBM), domestic credit to the 
private sector (LDCPS), and foreign direct investment (LFDI). 
This means that, for the most part, the variables do not show a 
specific directional causality with each other.

5. CONCLUSIONS AND POLICY 
RECOMMENDATION

The primary goal of this study is to evaluate the influence of 
financial development and green technological innovation on 
environmental quality in BRICS countries from 2001 to 2023. 
Recognizing the potential cross-country dependencies (CD), 
various econometric techniques are employed, confirming CD 
among the panel countries. The study uses the Augmented 
Mean Group (AMG) estimator and robustness tests such as 
Fully Modified Ordinary Least Squares (FMOLS) and Dynamic 
Ordinary Least Squares (DOLS). The findings indicate that 

Table 9: Results of Dumitrescu Hurlin panel causality tests
Null hypothesis W-statistic Zbar-statistic P Direction of causality
LBM ≠ LCO2 7.91 4.76 2.01 Non-directional causality between REC and LGDP
LCO2 ≠ LBM 1.78 −0.42 0.67
LDCPS ≠ LCO2 2.55 0.22 0.82 Non -directional causality between TI and GDP
LCO2 ≠ LDCPS 7.74 4.62 4.E
LFDI ≠ LCO2 2.01 −0.23 0.93 Non -directional causality between GDP and ED
LCO2 ≠ LFDI 1.95** −028 0.02
LGTI ≠ LCO2 5.38 2.62 1.23 Uni-directional causality between FS and GDP
LCO2 ≠ LGTI 2.32 0.03 0.97
1. Asterisk (s) ***, **, * represent (s) the rejection of the null hypothesis at 1%, 5% and 10% significance levels, 2. The symbol ≠ implies does not homogeneously cause. 
LBM: Log-transformed broad money, LDCPS: Log-transformed domestic credit to the private sector, LFDI: Log-transformed foreign direct investment, LGTI: Log-transformed green 
technology innovation

Table 7: Pooled mean group autoregressive distributed lag (pooled mean group - autoregressive distributed lag) analysis
Variable Long run equation T-statistic P* Short run equation t-statistic P*

Coefficient SE Coefficient SE
LBM −2.88 1.33 −2.17 0.03 −0.15 0.09 −1.63 0.11
LDCPS 3.53 1.86 1.90 0.06 −0.10 0.08 −1.34 0.18
LFDI −0.74 0.29 −2.53 0.01 −0.01 0.02 −0.51 0.61
LGTI −0.29 0.24 −1.20 0.23 0.08 0.04 1.86 0.07
COINTEQ01 −0.02 0.01 −1.53 0.13
The CD statistic test is standard normally distributed under the null of hypothesis of weak cross-sectional dependence. ***, **, and * denote statistical significance level at 1%, 
5%, and 10%, respectively. LBM: Log-transformed broad money, LDCPS: Log-transformed domestic credit to the private sector, LFDI: Log-transformed foreign direct investment, 
LGTI: Log-transformed green technology innovation

Table 8: Fully modified ordinary least squares and dynamic ordinary least squares robustness test results
Variable FOLS T-statistic P DOLS T-statistic P

Coefficient SE Coefficient SE
LBM −0.26 0.00 −66.03 0.00 −0.86 0.58 −1.49 0.14
LDCPS 0.41 0.01 73.80 0.00 0.96 0.55 1.76 0.09
LFDI −0.72 0.00 −194.40 0.00 −0.69 0.17 −4.13 0.00
LGTI −0.22 0.00 −53.98 0.00 −0.14 0.08 −1.69 0.10
***, **, * report the significance level at 1%, 5%, and 10%, relatively. LBM: Log-transformed broad money, LDCPS: Log-transformed domestic credit to the private sector, 
LFDI: Log-transformed foreign direct investment, LGTI: Log-transformed green technology innovation, SE: Standard error, DOLS: Dynamic ordinary least squares, FOLS: Fully 
modified ordinary least squares
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broad money (BM), foreign direct investment (FDI), and green 
technological innovation (GTI) significantly reduce carbon 
emissions, whereas domestic credit to the private sector (DCPS) 
has an insignificant positive impact on emissions.

Results from the DOLS and fixed effects models align with 
those from FMOLS and AMG, although coefficient values 
vary. Additionally, there is unidirectional causality between 
GTI and carbon emissions, while BM, DCPS, and FDI exhibit 
non-directional causal relationships with carbon emissions. 
These outcomes suggest that financial development and green 
technological innovation generally enhance environmental quality, 
except for the impact of domestic credit to the private sector.

Empirical evidence confirms that FDI helps reduce CO2 emissions. 
This indicates that FDI, combined with green technology transfer 
and improved labor and environmental management, can assist 
BRICS countries in achieving sustainable development goals. 
Financial development is essential for promoting environmental 
transparency in these nations. The study provides recommendations 
for fostering financial development and green technological 
innovation in an environmentally friendly manner.

The study highlights the importance of promoting FDI, financial 
development, and green technological progress to lower CO2 
emissions. For instance, advancements in green technology and 
improvements in energy efficiency can enhance the environmental 
well-being of BRICS countries. Financial growth can boost 
environmental quality by encouraging investments in eco-friendly 
technologies. Governments should prioritize investments in such 
technologies.

Policies that encourage financial openness and liberalization 
to attract FDI related to research and development can help 
mitigate environmental degradation. Regulations should require 
foreign investment companies to adopt green technologies. 
Energy consumption programs should shift from non-renewable 
to renewable energy sources, and policies supporting renewable 
energy production and use will positively and sustainably impact 
economic growth. Efforts to control CO2 emissions and related 
policy recommendations should be tailored to each country’s 
specific emission levels.

While this study focuses on FDI inflows, future research could 
explore the roles of international trade and technological innovation 
in assessing pollution levels using both the Environmental Kuznets 
Curve (EKC) and the pollution haven hypothesis. This would provide 
further insights into the factors influencing the shape of the EKC.
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