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ABSTRACT

Among the most pressing environmental challenges, climate change is anticipated to pose the highest global threat in the coming decade. This research 
examines the impact of political economic development on per capita CO2 emissions in 29 countries with state religions, applying the frameworks 
of Environmental Kuznets Curve (EKC) and Pollution Haven Hypothesis (PHH). Employing the Panel Autoregressive Distributed Lag (PARDL) 
model, the study analyzes data from 1990 to 2022, incorporating both time series and cross-sectional information. The model’s robustness is verified 
by replacing CO2 emissions per capita with ecological footprint per person. Results indicate that the EKC hypothesis is not supported in most nations, 
particularly low-income countries still heavily dependent on fossil fuels. In contrast, the PHH hypothesis is confirmed over the long term, with foreign 
direct investment (FDI) inflows contributing to increase per capita CO2 emissions, especially in countries with lax environmental regulations. Energy 
consumption and industrial sector contributions significantly affect emissions, while renewable energy consistently reduces CO2 output. Furthermore, 
democratic political systems are associated with higher emissions, particularly in rapidly growing economies. The study suggests implementing 
faith-based and sustainability-oriented approaches, such as a faith-driven economy that incorporates spiritual values into green economic policies. 
Additionally, faith-based investing is recommended to encourage ethical and environmentally responsible business practices. These strategies aim 
to help countries with official religions strike a balance between economic growth and environmental conservation in the face of climate change.

Keywords: Environmental Kuznets Curve, Pollution Haven Hypothesis, Faith-Based Investing, Climate Crisis 
JEL Classifications: O44, Q54, Q56, Z12

1. INTRODUCTION

In 2024, the World Economic Forum (WEF) published a report 
titled The Global Risks. This report states that among the ten 
most severe global risks for the next decade, five are related to 
environmental issues: extreme weather events, critical changes 
in Earth systems, biodiversity loss and ecosystem collapse, 
resource shortages, and pollution (McLennan, 2024). The 
Intergovernmental Panel on Climate Change (IPCC) report from 
2021, in a chapter written by Eyring et al. (2021), and Forster 

et al.’s (2024) research on the influence of human activities on 
climate systems affirm that human activity is the dominant cause 
of global climate change.

This IPCC report is further supported by several empirical 
studies demonstrating that human activity is the primary driver 
of climate change. One study found that 91.9% of scientists 
agree that climate change is triggered by human activities, with 
an even stronger consensus among active climate scientists 
(Carlton et al., 2015). Human activities not only cause global 
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warming but also exacerbate natural disasters, such as floods and 
landslides triggered by deforestation and urbanization (Ahmed 
et al., 2023; Alifu et al., 2020). Additionally, climate change driven 
by greenhouse gas emissions negatively impacts ecosystems, 
increasing the risk of toxic algae blooms and reducing primary 
productivity—an essential indicator of environmental health 
(Dokulil, 2017; Adger et al., 2003). These impacts also affect social 
and economic aspects, especially for vulnerable communities, 
such as smallholder farmers in developing countries who rely 
on predictable rainfall patterns (Matewos, 2019). Furthermore, 
Pörtner et al. (2022) in the IPCC’s 2022 report state that climate 
governance will be highly effective if it includes meaningful and 
sustainable engagement from all societal actors, from the local to 
the global level. These actors include individuals and households, 
communities, governments at all levels, private sector businesses, 
non-governmental organizations, indigenous communities, and 
religious groups.

As is widely recognized, religion plays an essential role in 
human life by influencing how individuals think, perceive, and 
interact with the world. Hulme (2017) explains that each religion 
provides guidelines for managing relationships between humans, 
non-human creatures, and God, making it understandable that 
religion also plays a role in climate change issues. The 2016 
WEF report emphasizes that religion can serve as a powerful 
mobilizing force for society in achieving economic justice and 
addressing climate change (Grim, 2016). Consequently, the 
WEF involves religious leaders in collaborative efforts to tackle 
global challenges, including the climate crisis. Additionally, the 
United Nations Environment Programme (UNEP) has published 
a report exploring the contributions of religion and culture to 
environmental preservation within the framework of the 2030 
Agenda for Sustainable Development (Niamir-Fuller et al., 
2016). This demonstrates that religion has not only a spiritual 
dimension but also a strategic role in environmental preservation 
and addressing global climate challenges. To understand the 
connection between religion, economics, and climate change, it is 
essential to study the relationship between religion and economics, 
economics and climate change, and religion and climate change 
(Agusalim and Karim, 2023).

Many thinkers and researchers attempt to link religion with 
economics on both micro and macro levels, based on the belief 
that religion strongly influences individual behavior and state 
policy. Weber (1905) is one of the prominent scholars often cited 
as an early proponent of the link between religion and economics. 
Religion is seen as capable of stimulating economic growth by 
fostering character traits such as work ethic, honesty, and frugality. 
The work ethic directly relates to a commitment to working 
hard to achieve worldly success. Success in the worldly sense 
is also viewed as a measure of success in the afterlife. A work 
ethic oriented toward the world involves hard work aimed at 
minimizing the use of profits while pursuing profit accumulation 
and reinvesting earnings. This work ethic is one of the most 
important forces behind the emergence of modern capitalism.

Barro and McCleary (2019) state that in recent empirical research, 
key explanatory variables influencing economic growth include 

GDP per capita, human capital, savings rates, trade openness, 
government spending, political and institutional environment, 
and rule of law. They argue that to explain economic growth, it is 
insufficient to look only at economic, social, and political aspects; 
cultural aspects must also be considered. In this regard, religion 
is an important component of culture. This viewpoint aligns with 
Weber’s (1905) ideas. Incorporating all aspects into research, 
they found that higher belief in the punishment of hell motivates 
people to do good, and if this belief leads to increased effort in 
work, saving, honesty, and similar traits, then it is reasonable to 
expect economic growth to increase. Essentially, similar results 
were found when substituting the variable of belief in hell with 
belief in heaven. Nelson’s (2014) study states that religion has 
historically had a significant influence on economic growth and 
national development. In recent literature, economic growth and 
development have increasingly focused on the long-term effects 
of geographic, historical, and cultural factors on productivity and 
per capita income. These long-term factors have historically been 
significantly influenced by religion (Spolaore and Wacziarg, 2013).

Figure 1 illustrates the per capita GDP growth based on the 
relationship between religion and government from 1990 to 2022. 
The classification in this figure follows the framework used by 
Kishi et al. (2017): countries with an official religion, countries 
that favor a particular religion, countries with no official religion 
and no preference for religion, and countries in conflict with 
religious institutions. Over this 33-year period, global per capita 
income showed an upward trend across all groups of countries. 
Nations with an official religion consistently recorded the highest 
per capita GDP. In 1990, these countries had a per capita GDP 
of $21.74 thousand, which rose to $30.58 thousand in 2022, 
representing a 40.66% growth. Countries with no official religion 
or preference for religion held second place, with their per capita 
GDP increasing from $13.44 thousand in 1990 to $34.64 thousand 
in 2022, reflecting significant growth of 157.74%. Countries that 
favor a particular religion ranked third, with their per capita GDP 
rising from $9.13 thousand in 1990 to $18.69 thousand in 2022, 
growing by 104.71%. Finally, countries in conflict with religious 
institutions recorded an increase in per capita GDP from $5.24 
thousand in 1990 to $12.98 thousand in 2022, with a growth rate 
of 147.71%. The data reveal that countries with high per capita 
GDP experience relatively low economic growth compared to 
countries with lower per capita GDP. This is because resources 
in high-income countries are already utilized optimally, limiting 
further per capita GDP growth. Meanwhile, low-income countries 
may catch up with more established economies if economic growth 
is continuously driven, promoting economic convergence or the 
narrowing of income disparities between countries in the long run.

Since the 20th century, economic activities have increasingly been 
associated with climate change or environmental degradation by 
researchers. Grossman and Krueger (1991) were early pioneers 
in linking these issues, discovering an inverted-U curve model 
between them. This phenomenon is also known as the EKC 
hypothesis in environmental economics literature, named after 
Kuznets (1955) by Panayotou (1993), which describes an 
inverted-U association between economic growth and income 
inequality. This hypothesis suggests that during the initial stages 
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of economic growth, environmental degradation occurs, but at 
a peak point in growth, carbon dioxide (CO2) emissions for the 
environment begin to decrease. Following the findings of Grossman 
and Krueger (1991), numerous researchers began estimating EKC 
in various contexts and using diverse methodologies (Shahbaz 
and Sinha, 2019). From 2000 to 2020, more than 2,218 research 
articles on EKC were found in the Web of Science database 
(Anwar et al., 2022). Existing studies on carbon emissions and the 
EKC hypothesis primarily focus on income, international trade, 
industrialization, foreign direct investment, renewable energy, 
government expenditure, urbanization, tourism, and environmental 
regulations (Ahmed et al., 2022; Farooq et al., 2022; Djellouli 
et al., 2022; Grodzicki and Jankiewicz, 2022; Pata et al., 2022; 
Kaika and Zervas, 2013; Bilgili et al., 2016; Yao et al., 2019).

Murthy and Gambhir (2018) argue that EKC studies are incomplete 
without considering the PHH. This is due to the idea that EKC’s 
connection between economic development and environmental 
damage remains controversial regarding its form, occurrence, and 
determinants. Additionally, there is an acknowledged relationship 
between economic development and international trade, leading 
to the conceptualization of a trade-environment triangle among 
types of economic development, the environment, and trade and 
investment. PHH was first proposed by Copeland and Taylor 
(1994) within the context of North-South trade under the North 
American Free Trade Agreement (NAFTA). PHH posits that 
through international trade and FDI, developing countries have 
become pollution havens for developed countries. Recent studies 
testing PHH’s validity include Apergis et al. (2022), Wen et al. 
(2022), Bulus and Koc (2021), Guzel and Okumus (2020), and 
Rahman et al. (2019). Commonly used indicators as proxies 
for climate change include greenhouse gas (GHG) emissions, 
carbon dioxide (CO2), methane (CH₄), nitrous oxide (N2O), 
and ecological footprint. In many EKC and PHH studies, CO2 is 
frequently used as an indicator since it is the largest contributor 
to GHGs and ecological footprints, which are the primary sources 
of climate change (Thio et al., 2022).

Figure 2 visualizes CO2 emissions per capita based on the 
relationship between religion and government from 1990 to 
2022. Generally, countries with an official religion consistently 
have the highest CO2 emissions per capita throughout this period. 
In the early 1990s, these countries emitted approximately 6.48 
metric tons per capita, and despite minor fluctuations, emissions 
remained stable at around 7.63 metric tons until 2022. Countries 
with a preference for religion had the lowest emissions among the 
country groups over the 1990-2022 period, averaging around 3 
metric tons. In contrast, countries without an official religion or 
preference for religion displayed CO2 emissions ranging between 
3 and 4 metric tons per capita. Countries in conflict with religious 
institutions recorded CO2 emissions per capita around 4 metric tons 
in 1990, with emissions gradually rising close to 5 metric tons by 
2022, indicating a significant increase. Compared to Figure 1, a 
correlation between per capita GDP and CO2 emissions per capita 
is evident. Countries with high per capita GDP, such as those with 
an official religion, tend to have higher CO2 emissions per capita. 
Conversely, countries with lower per capita GDP, such as those 
in conflict with religious institutions, tend to have lower CO2 
emissions per capita, although emissions have risen over time. 
This suggests that economic prosperity is closely related to CO2 
emissions per capita in a country.

Understanding the relationship between religion and economics, 
as well as economics and climate change, should be followed 
by an understanding of how religion perceives and relates to 
climate change. Efforts to understand this connection must be 
carried out carefully and thoroughly (Taylor, 2016a). Scholars 
regard religion as a promising analytical lens and a microcosm 
of culture that serves as an exemplar for studying diverse 
human perceptions, thoughts, and actions (worldviews, moral 
systems, practices, aesthetics, ethics, lifestyles, hopes, and fears) 
related to global changes, especially regarding climate change 
(Bergmann and Gerten, 2010). Religious interpretations of 
climate change arise from numerous traditions explaining how 
climate issues are perceived within a community or tradition, 

Figure 1: Trends in GDP per capita by religion-government relationship (processed from the World Bank, 2022)
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as well as public interpretations of climate change that draw on 
religious terminology. Since climate change is deeply connected 
to humanity—its causes and consequences—human beings are 
engaged in all the ways that religion shapes and inspires human 
behavior. Therefore, fully understanding climate change requires 
not only an understanding of economic, social, and political 
aspects but also an appreciation of religious aspects, particularly 
how religion shapes human experiences and responses to climate 
change (Jenkins et al., 2018). Eom et al. (2021) argue that religion, 
as a system encompassing various beliefs, may have different 
implications for environmental actions. Given the large number 
of religious adherents worldwide, understanding this complexity 
is crucial for addressing current global environmental challenges.

Most scientists globally agree that humans have an impact on the 
global climate system (Cook et al., 2016). Steffen et al. (2004) 
explain that human activities are the primary cause of increased 
global emissions. Scientific findings linking human activity to 
the climate system have played a decisive role in identifying the 
climate change issue and justifying actions to address it. Science 
provides strong evidence that global warming is the result of 
increased greenhouse gas (GHG) emissions from human activities 
(Leichenko and O’Brien, 2019). Evidence of climate change also 
comes from observations by individuals, including ranchers, 
farmers, gardeners, birdwatchers, and others (Hovelsrud and 
Smit, 2010). In recent research, Eyring et al. (2021) emphasize 
that humans have been the primary cause of climate change 
in the last decade. This conclusion is based on a synthesis of 
various types of evidence, including recent direct observations 
of Earth’s changing climate; analyses of tree rings, ice cores, and 
other long-term records documenting past climate changes; and 
computer simulations based on the fundamental physics governing 
the climate system.

Although there is a growing consensus that the climate is 
changing, beliefs about causative factors vary widely among 
the general public. Current research shows that causal beliefs 

are strongly influenced by cultural, political, and identity 
perspectives (Hartter et al., 2018). Modern society tends to 
believe that human activity is the primary cause of climate 
change, whereas conservative societies are much less likely 
to believe it. For communities that believe climate change is 
human-induced, this belief implies the importance of supporting 
state policies to address climate change. Socialization through 
religious institutions can influence people’s worldviews, 
including their perspectives on environmental issues like 
climate change. However, communities that do not believe in 
human-induced climate change tend to reject new information 
that contradicts their beliefs. Climate skeptics dismiss scientific 
information that appears credible because it conflicts with their 
beliefs (Druckman and McGrath, 2019; Nagle, 2008). One reason 
that certain religious adherents disagree on climate change is that 
they hold different beliefs about their role in relation to others, 
nature, and God (Hulme, 2009).

In many climate change polls, sharp differences in opinion 
are evident among people of different religions (Smith and 
Leiserowitz, 2013; Jones et al., 2014). This raises questions 
about what causes these differences, whether they follow specific 
theological commitments, and whether they reflect religiously 
motivated antipathy toward scientific modes of knowledge. All 
these aspects require deeper examination. In this regard, the 
influence of religion is often seen as ambiguous and can be either 
positive or negative (Bergmann, 2005; Proctor and Berry, 2005). 
On one hand, there is a tendency for religious organizations and 
individuals to become ‘greener,’ filtering their traditions as a moral 
imperative to act against climate change and respect the natural 
environment (Taylor, 2006b). On the other hand, some groups 
reject this idea.

The role of religion in addressing climate change and other 
environmental issues is ambivalent and complex, with progressive 
and regressive tendencies operating simultaneously. There is a 
strong need for more systematic, interdisciplinary, interfaith, and 

Figure 2: CO2 emissions trends by religion-government relationship (processed from the World Bank, 2022)
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cross-cultural comparative research on the role of religion and 
culture in global climate change to explore the pros and cons of 
religious engagement with climate change (Gerten and Bergmann, 
2012). Additionally, religious beliefs significantly influence how 
followers understand and experience climate change, underscoring 
the need to include this information in climate education (Schuman 
et al., 2018).

Amid debates among scientists and religious groups, and among 
religious groups themselves, Müller (2021) states that people 
of faith are allies in stopping climate change. By collaborating, 
religious groups and scientists can become a powerful force for 
a livable planet. He suggests discussing what both groups care 
deeply about, such as well-being and the world future generations 
will inherit. The power of alliances between these groups could 
build a new historical legacy.

The presence of religion not only influences individual or group 
human behavior but also can affect a country’s governance system, 
sometimes resulting in the formation of a theocratic state. Some 
economic literature has attempted to link religion with economic 
performance (Becker et al., 2021; Barro and McCleary, 2019; 
Mayoral and Esteban, 2019; Karaçuka, 2018; Noland, 2005). 
One primary measure of a country’s economic progress is through 
its Gross Domestic Product (GDP) and GDP per capita (Romer, 
2019).

Figure 3 shows variations in per capita GDP growth in low- and 
high-income countries based on the relationship between religion 
and government from 1990 to 2022. In low-income countries, those 
with an official religion saw a 1.8-fold increase in per capita GDP, 
from $4.15 thousand in 1990 to $7.50 thousand in 2022. Countries 
with a preference for religion also saw a significant increase of 
2-fold, from $3.39 thousand in 1990 to $7.07 thousand in 2022. 
Meanwhile, countries without an official religion saw a moderate 
increase of 1.36-fold, from $2.74 thousand to $3.74 thousand, and 
countries with hostile relations with religious institutions grew by 
1.82-fold, from $3.77 thousand to $6.87 thousand over the same 
period. In high-income countries, those with an official religion 

continued to have the highest per capita GDP, with a 1.38-fold 
increase from $29.66 thousand in 1990 to $40.97 thousand in 
2022. Countries with a preference for religion recorded a greater 
growth rate of 2.04-fold, from $14.42 thousand to $29.42 thousand. 
Countries without an official religion also experienced significant 
growth of 1.87-fold, from $20.57 thousand to $38.57 thousand. 
However, countries in conflict with religious institutions showed 
the largest increase, nearly 3-fold, from $7.45 thousand in 1990 
to $22.14 thousand in 2022.

Per capita GDP is closely related to environmental degradation 
within the EKC hypothesis. However, according to Murthy and 
Gambhir (2018), besides per capita income, trade and FDI are 
also linked to environmental changes and degradation. Figure 4 
shows a comparison of trade openness and FDI inflows based on 
the relationship between religion and government in 1990 and 
2022. Countries with an official religion recorded a large increase 
in trade openness, from 78.92% in 1990 to 98.35% in 2022, along 
with a significant increase in FDI inflows from 1.27% to 4.10%. 
Countries with a preference for religion also experienced similar 
growth, with trade openness rising from 58.99% to 84.34%, 
and FDI increasing from 1.29% to 2.76%. Countries without an 
official religion showed the largest increase in trade openness, 
from 67.19% in 1990 to 97.55% in 2022, but experienced a 
decline in FDI inflows, from 1.46% to negative (−1.24%) in 
2022, indicating greater investment outflows. Meanwhile, 
countries with hostile relations with religious institutions saw 
moderate growth in trade openness, from 82.52% to 91.80%, 
and an increase in FDI inflows from 0.90% to 2.35%. Overall, 
countries with an official religion demonstrated the largest 
increase in attracting foreign investment, while countries without 
an official religion experienced a drastic decline in FDI, even as 
their trade openness increased. Trade openness rose across all 
country categories from 1990 to 2022, with countries without 
an official religion recording the largest increase. However, 
in terms of FDI, countries with an official religion saw the 
greatest increase, whereas countries without an official religion 
experienced a decline, even turning negative. This suggests that 
trade openness does not always correlate directly with foreign 

Figure 3: Comparison of GDP and GDP per capita by religion-government relationship (processed from the World Bank, 2022)
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investment inflows, and factors such as the relationship between 
religion and government can influence a country’s attractiveness 
to foreign investors.

From an environmental perspective, one of the key indicators used 
to measure climate change is CO2 emissions, as CO2 accounts for 
the largest share of greenhouse gas (GHG) emissions, reaching 
74.40% in 2020 (Ritchie et al., 2022). Figure 5 illustrates a 
comparison of CO2 emissions per capita in low- and high-
income countries based on the relationship between religion and 
government from 1990 to 2022.

In low-income countries, nations with an official religion saw 
an increase in CO2 emissions from 0.92 metric tons in 1990 to 
1.67 metric tons in 2022. Similarly, countries with a preference 
for religion also experienced a slight increase from 1.63 metric 
tons to 1.81 metric tons. In contrast, countries without an official 
religion and those in conflict with religious institutions recorded a 
decrease in CO2 emissions. Countries without an official religion 
saw emissions drop from 0.76 metric tons to 0.65 metric tons, 

while countries with hostile relations with religious institutions 
decreased from 2.52 metric tons to 1.98 metric tons.

In high-income countries, those with an official religion 
experienced a significant increase in CO2 emissions, rising from 
8.99 metric tons in 1990 to 10.31 metric tons in 2022. Countries 
in conflict with religious institutions saw an even larger increase, 
from 8.21 metric tons in 1990 to 10.99 metric tons in 2022. 
Conversely, countries with a preference for religion experienced 
a reduction in emissions, from 5.16 metric tons in 1990 to 4.65 
metric tons in 2022, and countries without an official religion 
also saw a decrease, from 7.15 metric tons in 1990 to 5.78 metric 
tons in 2022.

Researchers have explored the connection between religion and 
climate change, primarily through qualitative studies. As scientific 
understanding of the relationship between religion and climate 
change grows, there is an urgent need for quantitative data. To 
date, substantial quantitative research on the relationship between 
religion and climate change remains very limited (Jenkins et al., 

Figure 4: Comparison of trade openness and FDI by religion-government relationship (processed from the World Bank, 2022)

Figure 5: Comparison of CO2 emissions by religion-government relationship and income group (processed from the World Bank, 2022)
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2018). Studies examining the impact of religiosity on climate 
change are still scarce. Additionally, as outlined in the background 
of this study, quantitative analyses on the relationship between 
economics and climate change have been conducted extensively 
using the EKC and PHH frameworks. However, none of these 
studies have classified countries based on the relationship between 
religion and government systems.

Based on this background, the author is interested in conducting 
a more in-depth investigation into the link between economic 
development and climate change among countries with an official 
religion. The findings of this research can serve as a reference for 
religiously-based governments worldwide in making economic 
decisions. Such economic decisions would aim to prevent and 
mitigate climate change, thereby promoting sustainable economic 
development. Furthermore, it is hoped that individuals and 
religious institutions can also determine their stance and actions 
regarding climate change issues.

2. RESEARCH METHODS

This study is quantitative research utilizing secondary data sourced 
from the World Development Indicators (WDI), Our World in Data 
(OWD), and the Pew Research Center (PRC). The study employs 
a combined dataset consisting of time series data over a 33-year 
period from 1990 to 2022 and cross-sectional data encompassing 
29 countries with an official religion. According to Kishi et al. 
(2017), researchers from the PRC identified 43 countries with an 
official religion. After considering the variables used in this study, 
the number of countries was reduced to 29. These countries with 
an official religion will then be further classified by income group. 
Countries with high and upper-middle incomes will be categorized 
as high-income countries (20 countries), while countries with 
lower-middle and low incomes will be grouped as low-income 
countries (9 countries).

2.1. Regression Model
The panel data analysis method is employed for empirical 
analysis with more dynamic data. Panel data is a combination 
of cross-sectional and time-series data, also known as pooled 
data. Baltagi (2021) explains that panel data offers several 
advantages for research. Panel data involves more information-
rich data, allowing for more reliable estimates and the testing 
of more sophisticated behavioral models with fewer restrictive 
assumptions. Another critical advantage of panel data is the 
ability to control individual heterogeneity. Failing to account 
for unobserved individual heterogeneity can lead to biased 
estimates. Panel data can also better identify and estimate effects 
that may not be detected with cross-sectional or time-series data 
alone. Unlike cross-sectional data, panel data is better suited for 
studying dynamic behavior. For example, with cross-sectional 
data, one can estimate CO2 emissions per capita released into the 
atmosphere at a specific point in time. Repeated cross-sectional 
data can show how carbon dioxide emissions change over time. 
By making data available for several thousand units, panel data 
can minimize biases that might occur if countries are aggregated 
into broad groups. In summary, panel data can enhance empirical 

analysis in ways that are not possible when using cross-sectional 
or time-series data alone.

The standard panel data model can be represented in Equation (1):

yit = αi + β’xit + eit (1)

Where i represents cross-sectional data and t represents time-series 
data, with i = 1,2,…, N, and t= 1, 2,…, T. Here, yit is the dependent 
variable, xit is a K × 1 vector of regressors, β is a K × 1 parameter 
vector to be estimated, αi represents the fixed effect of the cross-
sectional data, and eit is the error term.

Equation (1) can be transformed into an autoregressive distributed 
lag (ARDL) panel model, as shown in Equation (2), as suggested 
by Pesaran and Shin (1998) and Pesaran et al. (2001). This model 
can be used when the number of cross-sectional units (N) and time-
series observations (T) are large. The PARDL model is suitable 
for this study, given the 33-year time series and 29 cross-sectional 
units of countries with an official religion, grouped by income 
levels—high- and low-income countries.

, ,1 0
'δ β α− −= =

= + + +∑ ∑p q
it i i t j ij i t j i itj j

y y x e  (2)

where p is the lag of the dependent variable and q is the lag of the 
independent variable. The PARDL model is used to examine the 
long-term effects of the independent variables on the dependent 
variable. To analyse both long-term and short-term effects, 
Equation (2) needs to be transformed into an error correction 
model (ECM), as shown in Equation (3).

1
, 1 , ,1

1
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'

'
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−
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 ∆ = − + + 

+ +

∑
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where θi = −(1-δi) represents the adjustment speed coefficient, 
which measures how quickly the variable returns to long-term 
equilibrium after a shock. The error correction term (ECT) should 
have a statistically significant coefficient with a negative sign and 
be <1 (θi < 1). Δ is the first-difference operator, λ’i is the vector of 
long-term relationships, ECT = yi,t-1 -λ’i xi,t is the error correction 
model (ECM), and ξij, β’ij are the short-term dynamic coefficients.

When the variables in this study are added to the PARDL-ECM 
model in Equation (3), the equation can be rearranged into 
Equation (4). In constructing the model in Equation (4), the 
author follows the influential work of Grossman and Krueger 
(1991), Panayotou (1993), and Copeland and Taylor (1994). 
Subsequently, this EKC and PHH model has been studied in 
numerous research studies worldwide. The use of variables and 
estimation methods in this study adapts and modifies the model 
developed by Pata et al. (2022), Ahmed et al. (2022), Yao et al. 
(2019), Sabir and Gorus (2019), and Li et al. (2016). This model 
aids in determining the impact of economic variables on climate 
change in both the long and short term, addressing some of the 
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limitations of prior literature that only examined either short-term 
or long-term effects.
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Where CC is the dependent variable representing climate change, 
proxied by CO2 emissions per capita (CO2C) in metric tons per 
capita. The independent variables cover economic and political 
aspects. The economic aspect is represented by GDP per capita at 
PPP, constant 2017 international dollars (GDPC); trade openness 
(TRADE), calculated as exports plus imports divided by GDP 
and multiplied by 100; foreign direct investment (FDI) inflows 
as a share of GDP; the share of the industrial sector, including 
construction (IND), as a percentage of GDP; energy consumption 
(ENERGY) in kWh per person; and the share of renewable energy 
(RENERGY) as a percentage of total final energy consumption. 
The political aspect is represented by the political regime variable 
(POL), scaled from 0 for autocracy to 9 for liberal democracy 
(Lührmann et al., 2018). Variables CO2C, GDPC, ENERGY, and 
POL are expressed in natural logarithmic form. Meanwhile, φi 
captures country fixed effects (due to cross-country differences 
in economic structure, culture, climate, etc.), and eit is the error 
term. Based on the dynamic model specification in Equation (4), 
the EKC hypothesis is supported if β1>0 and β2<0. The PHH 
hypothesis is supported if β3>0 and β4>0. This study also performs 
robustness testing by substituting CO2 emissions per capita with 
ecological footprint per person.

The model in Equation (4) can be estimated using the pooled 
mean group (PMG), mean group (MG), and dynamic fixed effect 
(DFE) techniques. The PMG estimator in the PARDL model 
has advantages in determining dynamic long-term and short-
term relationships. The PMG estimator can estimate short-term 
relationships, including coefficients and adjustment speeds to 
long-term equilibrium, while allowing the error variance to be 
heterogeneous. Long-term coefficients are constrained to be 
homogeneous across countries. This method is suitable because 
it is more efficient and consistent, especially when a long-term 
relationship exists. The primary difference between this method 
and others is that not all series need to be stationary at the same 
level. The panel ARDL method also provides robust and effective 
results for small samples (Narayan and Narayan, 2004). The 

PARDL-PMG approach considers cross-sectional heterogeneity 
through short-term parameters (Mensah et al., 2019).

The MG estimator, according to Pesaran and Smith (1995), has 
a less restrictive procedure that can estimate parameter diversity. 
The MG estimator can also estimate different coefficients for 
each country. Both MG and PMG estimators require selecting an 
appropriate lag length using the Schwarz Bayesian Criterion (SBC) 
or Akaike Information Criterion (AIC). The MG estimator provides 
consistent long-term averages, though it may be inefficient when 
assuming homogeneity. With long-term homogeneity, pooled 
estimators are consistent and efficient.

The DFE estimator is like the PMG estimator. DFE can restrict 
cointegration coefficients to be consistent across all panels. 
Additionally, it restricts time adjustment coefficients, resulting in 
consistent short-term estimates. DFE constrains the integration 
vector coefficients across all panels. All estimators (PMG, MG, 
and DFE) can indicate the long-term and short-term effects of 
each variable. According to Pesaran et al. (1999), this approach 
is more consistent in producing long-term coefficients regardless 
of whether the order of integration is I(0) or I(1). This method 
leverages a large combination of time-series and cross-sectional 
data.

The Hausman test (1978) is used to choose an efficient and 
consistent estimator between the PMG or MG estimators and 
between the PMG or DFE estimators. According to Pirotte 
(1999), the MG estimator allows independent parameters 
between groups and does not account for inter-group 
heterogeneity. However, Pesaran et al. (1999) argue that the 
PMG estimator is preferable because it provides different short-
term variance coefficients across countries, while assuming 
long-term homogeneity for all countries. In contrast, the MG 
estimator allows both short-term and long-term coefficients 
to be heterogeneous across countries. The choice between the 
PMG and MG estimators depends on the null hypothesis test. If 
the null hypothesis cannot be rejected, then the PMG estimator 
is selected because it is more efficient and consistent than the 
MG estimator. If the null hypothesis is rejected, then the MG 
estimator is chosen over the PMG. Furthermore, to choose 
between the PMG and DFE estimators, if the null hypothesis 
cannot be rejected, the PMG estimator is more efficient and 
consistent than the DFE estimator.

2.1.1. Pre-Estimation Test
Before estimating the PARDL model, it is necessary to conduct 
tests for cross-sectional dependence, unit roots, and cointegration. 
Cross-sectional dependence testing is crucial before selecting 
first-generation or second-generation unit root tests. If there 
is dependence between units, first-generation tests like the 
Augmented Dickey-Fuller (ADF) may result in bias and size 
distortion, as they do not account for relationships between 
units (Baltagi and Pesaran, 2007; Chang, 2002). Thus, if cross-
sectional dependence is detected, second-generation tests such 
as the Cross-sectionally Augmented Dickey-Fuller (CADF) and 
Cross-sectionally Augmented IPS (CIPS) are recommended, as 
they utilize information from other units and capture common 
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factors in panel data (Pesaran et al., 2013). The unit root test is 
critical in PARDL modeling. If data contain unit roots, it implies 
issues with autocorrelation and heteroskedasticity, which may 
lead to invalid estimators and result in spurious regressions. The 
initial step in this empirical approach is to identify the order of 
integration in the data, which is essential for estimating the ARDL 
model. It must be ensured that the variables in the regression are 
integrated at order zero, I(0), or at most integrated at order one, 
I(1). The ARDL approach fails to provide robust results with 
variables integrated at order two, I(2); thus, I(2) variables should 
be excluded from the dataset.

A panel cointegration test is conducted to determine if a long-
term equilibrium relationship exists among non-stationary 
variables. The concept of cointegration was introduced by Engle 
and Granger (1987), suggesting that a linear combination of 
two or more non-stationary variables can result in a stationary 
variable. This linear combination, known as the cointegration 
equation, can be interpreted as a long-term equilibrium 
relationship among the variables. After confirming the order 
of integration, the Pedroni (1999; 2004) and Kao (1999) panel 
cointegration tests are conducted. Other panel cointegration 
tests, such as Westerlund (2007), are not valid for this study’s 
purpose, as Westerlund himself noted that the test often suffers 
from distortions when the time series sample size is <100. The 
Pedroni (1999; 2004) and Kao (1999) tests are based on panel 
data models for the dependent variable I(1) and test the null 
hypothesis of no cointegration against the alternative hypothesis 
of cointegration.

3. RESULTS AND DISCUSSION

3.1. Descriptive Analysis
Table 1 presents descriptive statistics, providing important insights 
into the characteristics of the main variables analysed in the study. 
The data reveal significant variation among countries in terms of 
CO2 emissions per capita, ecological footprint per person, real 
GDP per capita, trade openness, and foreign direct investment, 
reflecting differences in levels of economic development and 
industrial activity. High variability in variables such as foreign 
direct investment and energy use suggests that some countries 
may rely more heavily on international capital flows and intensive 
energy consumption. Additionally, the wide range in renewable 
energy usage indicates that the adoption of sustainable energy 
varies significantly across countries. The inclusion of political 
variables in this analysis also suggests that policy aspects and 

political stability are considered potential factors influencing 
economic and environmental performance.

Figure 6 compares CO2 emissions between 1990 and 2022 among 
countries with an official religion. The left map illustrates total CO2 
emissions (in kilotons) and CO2 emissions per capita (in metric 
tons per capita) in 1990, while the right map depicts the same 
data for 2022. In 1990, countries such as the United Kingdom 
and Norway had relatively high CO2 emissions, both in total and 
per capita. However, by 2022, some Middle Eastern countries, 
particularly Iran, recorded extremely high CO2 emissions, both 
total and per capita. This shift indicates a change in the CO2 
emission center from European countries to the Middle Eastern 
region (Arouri et al., 2012). Figure 6 not only highlights the 
geographic shift in CO2 emissions from Europe to the Middle East 
but also underscores other important trends. In 2022, countries like 
Iran experienced a significant increase in CO2 emissions compared 
to 1990, likely influenced by industrial growth and an oil- and gas-
based economy in the region. In contrast, European countries such 
as the United Kingdom and Norway exhibited stable or slightly 
declining CO2 emissions, possibly due to the implementation 
of clean energy policies and the transition to renewable energy 
sources (Lisaba and Lopez, 2021). Furthermore, differences in 
CO2 emissions per capita between specific regions have become 
more pronounced, with some Middle Eastern countries showing 
very high per capita emissions due to high energy consumption 
for industrial needs and domestic uses, such as air conditioning 
(Elmarzougui et al., 2016). These differences indicate that 
countries with an official religion in different regions exhibit 
diverse economic dynamics and environmental policies, with 
developed countries tending to be more successful in controlling 
emissions compared to developing countries experiencing 
increased energy consumption and industrialization.

This study continues by investigating correlations among 
variables, as shown in Figure 7 through a correlation heatmap. The 
correlation results reveal a strong positive correlation between CO2 
emissions per capita and energy use per person, as well as GDP per 
capita, indicating that higher energy consumption and economic 
growth tend to be associated with higher emissions. Additionally, 
there is a negative correlation between renewable energy and CO2 
emissions, suggesting that countries with a higher proportion 
of renewable energy tend to have lower emissions. However, 
the negative correlation between renewable energy and GDP 
per capita implies that adopting renewable energy is not always 
associated with high economic growth in certain contexts. Some 

Table 1: Descriptive statistics
Variable Symbol Obs. Mean Standard deviation Min. Max.
ln CO2 per capita LCO2C 957 1.66 0.95 0.10 3.95
ln Ecological footprint per person LEFP 783 1.41 0.61 0.37 2.86
ln Real GDP per capita LGDPC 957 2.75 1.09 0.11 4.71
Trade TRADE 957 88.30 50.26 0.02 333.12
Foreign direct investment FDI 957 4.92 23.35 -28.31 449.08
Industry IND 957 32.53 14.91 7.00 85.00
ln Energy use per person LENERGY 957 9.87 1.45 5.36 12.64
Renewable energy RENERGY 957 19.89 25.61 0.00 90.32
ln Politic LPOL 957 1.31 0.85 0.00 2.30
Sample size was 29 countries.
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other variables, such as foreign direct investment, show weak 
correlations with other variables, suggesting that its relevance in 
this context may not be highly significant.

3.2. Cross-Sectional Dependence and Unit Root Tests
Before estimating the ARDL model, it is crucial to perform cross-
sectional dependence and unit root tests. The cross-sectional 
dependence test examines whether there is interdependence among 
units in the panel data. If dependence exists, first-generation unit 
root tests such as ADF or PP are no longer adequate. In such cases, 
second-generation unit root tests, such as Pesaran’s CADF or CIPS, 
are used to accommodate cross-sectional dependence (Pesaran, 
2021; Barbieri, 2009). Table 2 shows that all variables exhibit 
cross-sectional dependence, as indicated by most CD values being 
significant at the 1% level, except for the political variable, which 
is significant at the 10% level. This finding suggests a correlation 
among countries in the panel data. To check for stationarity, unit 
root tests using the CIPS and CADF methods were conducted. 
The test results indicate that most variables are non-stationary at 

level (I(0)) but become stationary after first differencing (I(1)), 
as shown by the rejection of the null hypothesis in the CIPS(1) 
and CADF(1) columns. This implies that the variables have 
long-term trends and require differencing to achieve stationarity. 
These findings emphasize the importance of accounting for cross-
sectional dependence in the analysis to ensure the validity of the 
model and the reliability of the results obtained.

3.3. Optimal Lag Selection
The selection of the optimal lag in the Autoregressive Distributed 
Lag (ARDL) model aims to identify the most appropriate lag 
combination. Selecting the optimal lag is crucial, as it directly 
affects the accuracy and quality of predictions, enabling a more 
in-depth analysis of the effects of independent variables, both in 
the current and past periods. Table 3 presents the results of lag 
selection for the Panel ARDL model based on several criteria: 
Modified Bayesian Information Criterion (MBIC), Modified 
Akaike Information Criterion (MAIC), and Modified Quasi 
Information Criterion (MQIC), as well as the J-statistic test and 
p-value. In lag selection, information criteria such as MBIC, 
MAIC, and MQIC are used to evaluate the model by choosing 
the lowest value as the best indicator, as it represents a balance 
between model complexity and predictive capability (Katuka 
et al., 2023; Zhao and Park, 2024). The results indicate that a lag 
of 1 meets all criteria effectively, as it not only has the lowest 
information criterion values but is also statistically significant 
based on the J-statistic. Longer lags, although tested, did not show 
meaningful improvement and tended to reduce model efficiency. 
Therefore, a lag of 1 is considered optimal, as it effectively 
captures the relationships between variables while keeping the 
model simple and avoiding overfitting.

3.4. Cointegration Test
To test the long-term relationships among variables, this study 
employs the Pedroni and Kao cointegration tests (Dradra and 
Abdennadher, 2024; Abdullahi et al., 2024; Ullah et al., 2024). 

Figure 6: Comparison of CO2 emissions in 1990 and 2022 for countries with official religions (processed from the World Bank, 2022)

Figure 7: Pairwise correlation heatmap
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The results of the Kao test indicate that most statistics, such as 
the Dickey-Fuller t and Modified Dickey-Fuller t, are significant 
with P-values below 0.05, suggesting the presence of cointegration 
or a long-term relationship between variables. However, the 
Augmented Dickey-Fuller t statistic in the Kao test is not 
significant, meaning that not all tests yield consistent results. 
Meanwhile, the Pedroni test reinforces these findings, as all tests, 
including the Phillips-Perron t and Augmented Dickey-Fuller t, 
show significance at the 5% level (see Table 4). These results 
confirm the existence of a long-term relationship among variables. 
Overall, both tests indicate that the variables in the model move 
together in the long term, despite short-term fluctuations. This 
finding supports the validity of using the PARDL model to evaluate 
long-term relationships.

3.5. The Effect of Economic Development on Climate 
Change
Table 5 presents the estimation results of the impact of economic 
and political factors on CO2 emissions per capita. Based on the 
Hausman test, the null hypothesis (H₄) of homogeneity cannot be 
rejected in both the MG versus PMG comparison (with a probability 
value of 0.977) and the MG versus DFE comparison (with a 
probability value of 1.000). This suggests that the assumption 
of homogeneity—i.e., that long-term effects of variables are 
consistent across countries—can be accepted. The model selected 
as the best is PMG in the first comparison and DFE in the second. 

However, since both indicate consistent homogeneity, PMG is 
recommended when short-term heterogeneity across countries 
is an important consideration. This flexibility makes PMG more 
realistic in capturing short-term differences between countries 
while maintaining long-term consistency in estimates (Ahmad 
et al., 2022; Espoir et al., 2023; Brini, 2021). Therefore, PMG 
is chosen as the most reliable estimator among the three models 
tested, providing the best balance between flexibility and accuracy 
in panel data analysis.

The results are explained in three sections: the error correction term 
(ECT), long-term effects, and short-term effects. The estimation 
results show that all models (MG, PMG, and DFE) have a 
significant and negative ECT. These models are able to adjust back 
to the long-term equilibrium path after experiencing a shock. The 
fastest adjustment occurs in the MG model, followed by DFE and 
PMG. Whenever there is a deviation from equilibrium, the models 
correct this error to regain stability, though at different speeds (Li 
and Shao, 2022; Shaari et al., 2020).

In analyzing long-term effects, there is no evidence supporting 
the existence of the EKC hypothesis in any of the models. In the 
MG model, economic growth and its square have no significant 
effect on CO2 emissions per capita. In the PMG model, economic 
growth has a negative effect on CO2 emissions per capita, while 
the square of economic growth has a significant positive effect. 
In the DFE model, economic growth significantly affects CO2 
emissions per capita, but the square of economic growth has no 
significant effect. Based on these results, the EKC hypothesis is 
not confirmed in the sample of countries with an official religion. 
This finding is consistent with studies by Djellouli et al. (2022) in 
Africa, Ochoa-Moreno et al. (2021) in Latin America, and Sadik-
Zada and Ferrari (2020) in 26 OECD countries.

The absence of EKC support may be due to several reasons. 
First, the pattern of emission reduction with economic growth 
does not consistently occur in all countries, particularly in 
developing countries where increased real GDP per capita is more 

Table 2: Cross-sectional dependence and unit root tests
Variable CD CIPS (0) CIPS (1) CADF (0) CADF (1)
ln CO2 per capita 8.89*** −1.35 −5.32*** −1.44 −2.93***
ln Ecological footprint per person 16.204*** −2.427*** −5.485*** −2.252*** −2.893***
ln Real GDP per capita 71.91*** −2.51*** −4.20*** −2.06* −2.55***
Trade 15.63*** −1.83 −4.83*** −1.62 −2.99***
Foreign direct investment 21.49*** −3.46*** −5.96*** −2.03* −3.81***
Industry 8.31*** −2.03 −5.37*** −1.61 −2.92***
ln Energy use per person 15.12*** −2.18** −5.10*** −1.98 −3.25***
Renewable energy 3.05*** −0.86 −4.83*** −0.92 −2.77***
ln Politic 82.84* −1.07 −2.75*** −1.08 −2.08**
CD is cross-sectional dependence, CIPS is Pesaran unit root test and CADF is Augmented Dickey-Fuller test in the presence of cross-sectional dependence. *, **, and *** indicate 
significance at 10%, ** at 5% and *** at 1%, respectively

Table 3: Criteria for optimal lag selection in PARDL
Lag Lengths J P-value MBIC MAIC MQIC
1 389.675 0.005 −1730.451 −250.325 −820.507
2 306.672 0.016 −1389.428 −205.328 −661.473
3 192.174 0.482 −1079.901 −191.826 −533.935
4 129.095 0.456 −718.955 −126.905 −354.978

Table 4: PARDL cointegration test results
Test Statistic P-value
Kao

Modified Dickey-Fuller t −2.718 0.003
Dickey-Fuller t −5.383 0.000
Augmented Dickey-Fuller t −0.547 0.292
Unadjusted modified Dickey −9.315 0.000
Unadjusted Dickey-Fuller t −8.364 0.000

Pedroni
Modified Phillips-Perron t 4.558 0.000
Phillips-Perron t −3.403 0.000
Augmented Dickey-Fuller t −3.224 0.001
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likely accompanied by higher fossil fuel consumption and CO2 
emissions. According to Destek and Sarkodie (2019), the validity 
of EKC is strongly influenced by policy factors. Only countries 
with strong environmental policies may experience emission 
reductions as their economies grow, while countries with less 
strict regulations tend to maintain or increase emissions. Second, 
economic structure plays a significant role, as countries reliant on 
heavy industry or manufacturing find it more difficult to reduce 
emissions as their economies grow compared to service-based 
economies, since the industrial sector is generally more energy-
intensive and polluting (Acheampong et al., 2020).

Third, in the era of globalization, foreign investment flows to 
developing countries often relocate polluting industries to these 
countries, thereby hindering efforts to reduce CO2 emissions 
in line with the EKC pattern. This phenomenon, known as 
carbon leakage, occurs when emissions shift from developed 
to developing countries with weaker environmental regulations 
(Misch and Wingender, 2024). Fourth, the increased consumption 
demand driven by economic growth spurs higher fossil fuel use, 
which directly raises emissions, challenging emission reductions 
amid rising incomes. Fifth, green technology adoption or clean 
energy use does not automatically accompany economic growth, 
especially in countries with limited technology access, making the 
EKC pattern inapplicable for CO2 emission reduction.

In the context of the PHH hypothesis, analysis results indicate 
that trade openness has a significant effect only in the DFE 
model, with a negative coefficient. This finding suggests that trade 

openness does not support the PHH, which posits that countries 
with lax environmental regulations will attract more polluting 
trade or production activities. Instead, the negative relationship 
suggests that increased trade openness may actually contribute to 
reducing CO2 emissions per capita, possibly through the adoption 
of more efficient and environmentally friendly technology or 
higher environmental standards from global market participation. 
On the other hand, FDI inflows consistently show a significant 
positive impact on CO2 emissions per capita, as evidenced in the 
PMG and DFE models. This positive coefficient supports the 
PHH hypothesis, confirming that foreign investment tends to be 
directed toward high-carbon-intensive sectors in host countries, 
especially where environmental regulations are lax. Consequently, 
FDI may worsen the environmental conditions of recipient 
countries, as increased investment brings negative impacts in 
the form of increased pollution and carbon emissions, aligning 
with the notion that foreign companies seek locations with low 
environmental costs. Studies supporting the PHH include those by 
Djellouli et al. (2022), Ochoa-Moreno et al. (2021), and Bakirtas 
and Cetin (2017).

There are several factors behind the increase in CO2 emissions per 
capita due to FDI in countries with an official religion. First, most 
of these countries may have less strict environmental regulations, 
either due to policy priorities focused on cultural and social 
values or limited emphasis on environmental issues in domestic 
policies. This aligns with findings by Shahbaz et al. (2018), which 
indicate that environmental regulations are weaker in countries 
with less focus on sustainability, allowing foreign companies to 

Table 5: Estimation of MG, PMG, and DFE in the PARDL model
Dependent variable=LCO2C MG PMG DFE

(1) (2) (3)
ECT −0.578*** (0.066) −0.184*** (0.048) −0.219*** (0.020)
Long-run coefficients

ln Real GDP per capita −21.940 (23.370) −0.259*** (0.064) 0.261* (0.153)
(ln Real GDP per capita)2 2.319 (2.516) 0.054*** (0.014) −0.042 (0.031)
Trade −0.000 (0.002) −0.000 (0.000) −0.004*** (0.001)
Foreign direct investment −0.011 (0.009) 0.002** (0.001) 0.001** (0.001)
Industry −0.011 (0.008) −0.004*** (0.001) 0.007*** (0.002)
ln Energy use per person 0.088 (0.205) 0.610*** (0.025) 0.237*** (0.050)
Renewable energy 0.218 (0.499) −0.002** (0.001) −0.006** (0.003)
ln Politic 0.048 (0.074) −0.001 (0.016) 0.136*** (0.042)

Short-run coefficients
 ∆ln Real GDP per capita −3.410 (4.245) 0.689 (3.407) 0.159** (0.080)
∆ (ln Real GDP per capita)2 0.519 (0.557) −0.014 (0.417) −0.005 (0.0182)
∆Trade −0.000 (0.000) −0.000 (0.001) −0.002*** (0.000)
∆Foreign direct investment 0.000 (0.002) −0.000 (0.001) 0.000 (0.000)
∆Industry −0.000 (0.001) 0.001 (0.001) 0.001 (0.001)
∆ln Energy use per person 0.224*** (0.056) 0.294*** (0.051) 0.251*** (0.024)
∆Renewable energy −0.164** (0.079) −0.121* (0.063) −0.014*** (0.002)
∆ln Politic 0.060 (0.058) 0.027 (0.043) 0.052*** (0.012)
Constant 0.845 (3.335) −0.703*** (0.183) −0.217** (0.101)
No. of observation 928 928 928
No. of countries 29 29 29
Hausman test - (1) versus (2) (1) versus (3)
Chi-square - 1.65 0
Prob>Chi-square - 0.977 1.000
Decision - The H0 of homogeneity cannot be rejected The H0 of homogeneity cannot be rejected
Which model is Good? - PMG DFE

The dependent variable is LCO2C in each column. Standard errors in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. The results are reported 
only three digits after decimal to avoid space consumption
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operate with lower environmental standards. Second, FDI inflows 
often target capital- and energy-intensive industrial sectors that 
directly contribute to emissions. According to Cole et al. (2017), 
multinational companies often seek countries with minimal 
environmental barriers to maximize their profits. Third, some 
countries may experience socio-political pressure to prioritize 
investment and employment over strict environmental regulations, 
as some religious traditions may place greater emphasis on social 
and economic stability than environmental sustainability, making 
environmental regulations less of a priority (Clements et al., 2014).

The estimation results show differences in the impact of 
the industrial sector between the PMG and DFE models. 
Industrialization has been a double-edged sword in terms of CO2 
emissions per capita. Although industrialization has historically 
contributed to increased emissions through increased production 
and energy consumption, recent trends indicate that industrialization 
also has significant potential to facilitate CO2 reduction through 
technological advancements and regulatory frameworks. In the 
PMG model, the industrial sector has a significant negative effect 
on CO2 emissions per capita, suggesting that increased industrial 
activity is associated with reduced emissions. This may indicate 
that some countries in this model have successfully integrated 
eco-friendly technologies and implemented energy efficiency in 
their industrial processes. Additionally, stringent environmental 
regulations may already be in place, forcing industries to adapt 
to low-emission standards. The use of green technologies, such 
as renewable energy and improved production process efficiency, 
likely also plays a role in reducing emissions.

Industrialization can reduce CO2 emissions per capita through 
increased energy efficiency and clean technology adoption, 
although this sector remains a major global emitter due to its 
reliance on fossil fuels, particularly coal, which requires carbon 
capture and storage (CCS) technology for mitigation (Polyzou, 
2023). Studies show that energy efficiency is critical for industrial 
energy conservation and emissions reduction (Wang et al., 2015), 
while transitioning to advanced and low-energy consumption 
technologies is also a key strategy (Wang and Zhang, 2021). Policy 
interventions such as carbon taxes place economic pressure on 
industries to reduce emissions and switch to renewable energy 
(Cox et al., 2022). These taxes encourage low-carbon technological 
efficiency and innovation, further supported by renewable energy 
incentives such as solar and wind subsidies, which Kyzym et al. 
(2023) found effective in encouraging the industrial sector to adopt 
green practices and achieve significant emission reductions while 
creating sustainable economic growth opportunities.

Conversely, the DFE model shows a significant positive effect of 
the industrial sector on CO2 emissions per capita, indicating that 
in some countries, industrialization still relies on conventional 
high-carbon technology (Murad et al., 2018). Dependence on 
fossil fuels and a lack of investment in clean technology may be 
primary reasons emissions remain high. Additionally, countries in 
the early stages of industrialization may focus more on economic 
growth than environmental sustainability, so emission reduction 
policies are not yet prioritized. The differing results between these 
two models reflect heterogeneity in technological progress and 

environmental policy implementation across countries. The PMG 
model assumes that, in the long term, all countries in the sample 
will converge, meaning the industrial impact will become uniform 
once a certain development level is reached. In contrast, the DFE 
model captures variations across countries more specifically, 
where some may still be in transition toward clean technology 
and adequate environmental regulation.

Energy consumption per capita has a positive and significant 
effect on CO2 emissions per capita, as seen in both the PMG and 
DFE models. This is especially true in countries that still rely on 
fossil fuels like oil, gas, and coal to support economic growth and 
daily activities, such as electricity, transportation, and industrial 
processes (Osobajo et al., 2020; Adeleye et al., 2021; Alam and 
Paramati, 2015). High energy consumption is indeed linked to 
improved living standards and industrialization, but without a shift 
to clean energy, this usage will worsen pollution and accelerate 
climate change (Rahman et al., 2021). Although both models show 
a similar effect, the DFE model shows a smaller impact compared 
to PMG, indicating that in some countries, the impact of energy 
consumption on emissions has begun to decrease. This may be 
due to the adoption of renewable energy or the implementation of 
energy efficiency policies that help curb emissions by reducing the 
carbon intensity per unit of energy. However, many countries still 
face challenges in transitioning to clean energy due to high costs, 
limited technology, and reliance on old energy infrastructure, so 
conventional energy consumption remains a major challenge for 
carbon emission reduction efforts (Borenstein and Kellogg, 2021).

Renewable energy use has a significant negative impact on 
CO2 emissions per capita in both the PMG and DFE models, 
indicating that increasing the share of renewable energy in the 
energy mix effectively reduces carbon emissions. Renewable 
energy sources such as solar, wind, and hydro play a vital role in 
reducing reliance on fossil fuels, the primary source of emissions 
(Kumar, 2020; Kumar et al., 2021; Bölük and Mert, 2014). By 
replacing conventional energy, renewable energy not only reduces 
pollution but also supports the transition to a low-carbon economy. 
Moreover, adopting clean energy allows countries to mitigate 
environmental impacts without hindering economic growth, 
especially amid rising global energy demand (Mammadov et al., 
2022; Lima et al., 2020). Policies supporting renewable energy 
development, such as investment incentives, infrastructure 
financing, and regulations facilitating technological innovation, 
are crucial in accelerating the energy transition and ensuring 
environmental sustainability. This is increasingly relevant given 
the challenges of climate change and the need to reduce emissions 
in the energy sector, one of the world’s largest carbon contributors 
(Szetela et al., 2022).

The political system variable in the DFE model has a positive and 
significant coefficient, meaning that higher levels of democracy 
are associated with increased CO2 emissions per capita. In liberal 
democracies, governments often face pressure to prioritize 
economic growth and meeting citizens’ needs. This can lead to 
increased energy consumption and carbon emissions, especially 
since democratic societies usually have greater access to energy-
intensive goods and services, such as electricity and transportation. 
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Moreover, government decisions may be more influenced by 
short-term economic demands than environmental agendas. 
Conversely, in the PMG model, the political variable coefficient 
is not significant, suggesting that the impact of the political system 
on CO2 emissions per capita may vary by country context. Some 
democracies may successfully balance economic growth with 
eco-friendly policies by adopting renewable energy, while in other 
countries, economic growth remains the primary focus with less 
emphasis on environmental issues.

The impact of democratization on CO2 emissions per capita is 
complex, involving various factors that can produce different 
influences. On one hand, democratization can increase CO2 
emissions per capita because democratic countries tend to 
experience faster economic growth, which in turn drives energy 
consumption and emissions. You et al. (2015) found that the impact 
of democracy on CO2 emissions varies by emission levels, with 
democracies generally having higher emissions due to economic 
activity and consumption patterns. Policardo (2014) noted that 
although democratic countries typically have better environmental 
policies than authoritarian ones, economic activity in democracies 
can increase emissions. Gök’s (2020) study in Turkey supports this 
view, showing that economic growth facilitated by a democratic 
system can negatively impact environmental quality, including 
increased CO2 emissions.

However, democratization can also reduce emissions due to 
stronger commitments to sustainable environmental policies. 
According to Povitkina (2018), democratic countries generally 
emit less CO2, although this effectiveness is greatly influenced by 
low levels of corruption, which allows for effective environmental 
policy implementation. Findings by Muttakin et al. (2022) support 
this, indicating that countries with strong democratic institutions 
have lower carbon emission intensity, suggesting that transparent 
and effective governance can enhance environmental performance. 
Research by Iheonu et al. (2023) in Africa also found that higher 
democracy quality correlates with reduced emissions, thanks to 
democratic aspects that emphasize transparency and equality.

In the short-term analysis, neither the EKC nor PHH hypotheses 
are supported by any of the models. This is consistent with recent 
empirical evidence suggesting that the relationship between 
economic growth and emission reduction requires time and 
depends on long-term policies. EKC often only appears after 
economies reach maturity with clean technology and strict 
regulation. Meanwhile, the lack of evidence for PHH in the short 
term reflects that the relocation of polluting industries through 
trade and FDI takes time and depends on the environmental 
policies of the host country. Host countries receiving FDI may not 
yet have implemented strict regulations, but the effects of emission 
relocation will only be visible in the long term. Additionally, 
some origin countries with strict regulations may have reduced 
potential carbon leakage through sustainable trade policies, thereby 
minimizing pollution exports through FDI and trade. The impact 
of PHH is more evident in the long term when industrial relocation 
and environmental regulation enforcement evolve over time. 
Success in reducing emissions remains heavily reliant on clean 
energy policies and technological transitions within each country.

Short-term analysis results show that some sectors significantly 
impact CO2 emissions per capita, while others do not have a 
meaningful effect. Energy consumption per capita shows a 
significant positive effect in all models, indicating that increased 
energy consumption directly drives carbon emissions. Conversely, 
renewable energy has a significant negative effect, suggesting that 
an increase in clean energy immediately reduces emissions. On the 
other hand, the industrial sector does not have a significant short-
term impact. This may be because changes in industrial production 
and technological shifts take longer to affect emissions. The 
political system is only significant in the DFE model, indicating 
that in certain contexts, changes in political dynamics can influence 
emissions, especially through economic and environmental 
policies. Overall, energy consumption remains the primary driver 
of emissions in the short term, while the transition to clean energy 
provides immediate benefits.

In the PMG analysis conducted across multiple countries, the 
effects of various economic and political variables on CO2 
emissions per capita in the short term are observed (Table 6). The 
research variables have varying impacts on CO2 emissions per 
capita, indicating that the relationship between these factors and 
emission levels is not uniform across countries. Instead, it depends 
on specific economic characteristics, levels of industrialization, 
and energy policies.

In this analysis, the EKC hypothesis is only valid for certain 
countries. Among countries with Islam as the official religion, 
Jordan and Pakistan exhibit an EKC pattern, while among 
Christian-majority countries, Armenia, Denmark, and the 
Dominican Republic also support this hypothesis. Additionally, 
Israel, with Judaism as the official religion, shows a similar 
pattern. In these countries, real GDP per capita increases to 
a certain point, followed by a decrease in CO2 emissions per 
capita (Adebanjo and Shakiru, 2022; Alkhawaldeh et al., 2023; 
Shakoor et al., 2023; Almeida et al., 2024; Kar, 2024; Sánchez-
Fung, 2017; Cave, 2020). This indicates a link between economic 
development and increased environmental awareness, as well 
as the adoption of more eco-friendly technology. On the other 
hand, most countries in the sample do not exhibit EKC validity. 
This suggests that economic growth in these countries does not 
always lead to reduced CO2 emissions. Factors likely contributing 
to this include reliance on high-emission conventional energy or 
a lack of strict environmental policies to support a transition to 
low-carbon technology.

The analysis also evaluates the validity of the PHH hypothesis, 
which posits that countries with lax environmental regulations 
tend to attract high-pollution industries. The results indicate that 
only some countries in the sample support the PHH hypothesis, 
meaning that the impact of trade openness and FDI on increased 
CO2 emissions per capita is more significant in countries with 
relatively lax environmental regulations or substantial incentives 
for investment in high-pollution industries. Countries supporting 
the PHH hypothesis include Bahrain, Malaysia, Iraq, and 
Denmark. In these countries, trade openness or incoming FDI tends 
to contribute to increased CO2 emissions per capita, likely due to 
less stringent environmental policies or incentives for carbon-
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intensive industries (Al-Mulali and Tang, 2013; Ridzuan et al., 
2022; Levitt et al., 2015). These findings suggest that, without 
strong regulations, trade openness and FDI in industrial sectors 
can add to the environmental burden, confirming the applicability 
of the PHH hypothesis in some countries in the study sample.

Alongside countries that fully support the PHH hypothesis, there 
are countries with mixed results. In these countries, trade openness 
and FDI variables have varying effects on PHH validity, where one 
variable supports PHH while the other shows pollution reduction. 
For example, in countries like Pakistan, Costa Rica, and Greece, one 
of these variables supports PHH, with emissions increasing due to 
foreign investment or intensive trade activity. However, the other 
variable shows reduced emissions, which could be due to stricter 
environmental policies or the use of more efficient technologies 
to reduce environmental impact. These findings indicate that the 
validity of the PHH hypothesis does not always uniformly apply 
across all economic sectors in these countries. The impact of FDI and 
trade openness on emissions can vary depending on the industrial 
sectors in development and the regulatory and environmental 
initiatives specific to each country (Shahbaz et al., 2019).

Most countries in the research sample show that increased per 
capita energy consumption correlates with higher CO2 emissions 
per capita. This data suggests that increased energy consumption, 
particularly fossil fuel-based, directly contributes to high CO2 
emissions per capita (Nguyen, 2019; Maalej and Cabagnols, 2020). 
However, there is also evidence that transitioning to renewable 
energy, as indicated by the renewable energy variable in the 
model, correlates with lower CO2 emissions per capita in several 
countries (Alharthi et al., 2021). This shows that diversifying 
energy sources toward more environmentally friendly options 
positively impacts reducing carbon footprints, as countries that 
have successfully adopted renewable energy show significant 
emission reductions. These findings underscore the importance of 
sustainability-oriented energy policies to achieve global emission 
reductions (Lau, 2023).

The analysis also reveals that the impact of the political system 
on CO2 emissions per capita varies across countries (Pickering 
et al., 2020; Jahanger et al., 2021). In Christian-majority countries 
like Denmark and Zambia, increased democratization levels 
are associated with reduced CO2 emissions per capita. This 
phenomenon may be due to stricter environmental policies and 
stronger public support for sustainability, which often emerge in 
more advanced democratic systems (Chou et al., 2019; Kelleher 
and Kim, 2014). Conversely, in countries like Greece and the 
United Kingdom, higher democracy levels correlate with increased 
CO2 emissions, likely driven by intensive economic activities 
and increased energy consumption as part of economic growth. 
In countries with Islam as the official religion, such as the UAE 
and Mauritania, increased democratization is also associated with 
higher CO2 emissions per capita. This may be due to accelerated 
economic growth, leading to increased fossil fuel-based energy 
consumption, ultimately raising emissions. In this context, greater 
economic freedom often promotes industrial and infrastructure 
expansion, increasing economic activity but not always balanced 
by strict environmental policies (Mendoza et al., 2021).Ta
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However, most countries in the sample indicate that the political 
system does not have a significant impact on CO2 emissions per 
capita. This suggests that the influence of the political system 
on emissions is highly contextual and does not apply uniformly 
across all countries (Bättig and Bernauer, 2009). In most countries, 
other factors, such as energy policy, economic structure, and 
reliance on conventional energy, play a more substantial role in 
influencing CO2 emissions. These findings suggest that although 
democratization in some countries correlates with increased 
emissions, this impact is mainly shaped by specific economic 
contexts and environmental policies in each country.

This study also evaluates the economic and political impacts on 
CO2 emissions per capita in high- and low-income countries, 
as shown in Table 7. The estimation results from the three 
estimators—MG, PMG, and DFE—indicate that both high- and 
low-income country samples have a significant and negative Error 
Correction Term (ECT). This suggests long-term stability in the 
relationships among variables concerning CO2 emissions per 
capita, where the model can return to equilibrium despite short-
term disturbances (Şanlı et al., 2023).

For high-income countries, the Hausman test results indicate 
that PMG and DFE estimators are more efficient than MG. This 
can be explained by the homogeneity assumption, which is 
more appropriate in high-income countries where structural and 
institutional factors are likely more similar. In contrast, for low-
income countries, the DFE estimator shows better efficiency than 
PMG, as seen from the Hausman test results, which do not reject 
the null hypothesis of homogeneity for DFE compared to MG. 
This may be due to low-income countries having more similar 
economic structures, making DFE’s assumption of homogeneity 
across countries more relevant in this case.

In high-income countries, the PMG and DFE estimations also show 
differences in detecting the existence of the EKC hypothesis. PMG 
does not provide evidence of EKC in either the long or short term, 
while DFE does indicate the presence of EKC. This discrepancy 
may arise because the PMG estimator allows for homogeneity in 
the long-term coefficients while enabling variation in short-term 
coefficients, error correction terms, and intercepts across units. This 
flexibility allows PMG to effectively capture both a general long-
term relationship and individual short-term dynamics (Anoruo 
et al., 2024; Sulaiman and Abdul₄Rahim, 2020). Conversely, 
DFE, which assumes similar behavior across countries, may 
highlight an overall EKC pattern. In this case, DFE might imply 
that at higher income levels, economic growth up to a certain point 
can reduce emissions, while PMG presents a more nuanced picture. 
Meanwhile, for low-income countries, the EKC hypothesis is not 
validated in either the long or short term. This is evident from the 
insignificant income variable coefficients, indicating that economic 
growth in low-income countries does not necessarily reduce CO2 
emissions once a certain income level is reached. This could be 
explained by the limited availability of eco-friendly technologies, 
weak institutional quality, and an economic structure still reliant 
on carbon-intensive sectors, making the contribution of economic 
growth to emission reduction less apparent (Hishan et al., 2019; 
Masron and Subramanian, 2020).

The PHH hypothesis appears to hold for both high- and low-
income countries, where FDI inflows significantly contribute to 
increasing CO2 emissions per capita. This aligns with the PHH, 
which suggests that multinational corporations often relocate less 
eco-friendly production activities to countries with more lenient 
environmental regulations, potentially worsening environmental 
quality in FDI-recipient countries (Raihan, 2023). A similar pattern 
is observed in high-income countries, although results may vary 
due to stricter environmental oversight. Developed countries, 
despite having strong environmental laws, can still attract FDI in 
high-pollution sectors due to the comparative advantage offered by 
lower operational costs in these sectors (Shi et al., 2020; Solarin 
and Al-Mulali, 2018). Conversely, trade openness tends to reduce 
CO2 emissions per capita, especially in high-income countries. 
This effect suggests that market openness allows these countries 
access to greener technology and production practices, thereby 
helping to reduce emissions. In contrast, for low-income countries, 
trade openness does not have a significant impact on CO2 emissions 
per capita, likely due to constraints in adopting green technology 
and a trade orientation that remains focused on carbon-intensive 
commodity exports (Wang et al., 2024).

Further estimation results show that increased contributions from 
the industrial sector, particularly in developed countries, may 
reduce CO2 emissions per capita. This occurs when industrialization 
is pursued through the adoption of green technological innovations 
(Gao et al., 2022). Moreover, increased energy consumption per 
capita is associated with increased CO2 emissions per capita in both 
high- and low-income countries, indicating that energy intensity 
significantly contributes to carbon emissions across income 
groups (Nguyen, 2019). On the other hand, renewable energy has 
a reducing effect on CO2 emissions per capita, highlighting the 
importance of transitioning to more sustainable energy sources 
to mitigate carbon emissions (Guo et al., 2022). Additionally, 
the level of democratization in the political system has a positive 
relationship with CO2 emissions per capita. This may be due to 
higher energy consumption in democratic societies or political 
constraints in implementing CO2 emission reduction policies 
(Adedoyin and Zakari, 2020).

3.6. Robustness Check
This study conducted a robustness check by substituting CO2 
emissions per capita with ecological footprint per capita as the 
dependent variable. The use of ecological footprint as a proxy for 
environmental degradation and climate change is well-established 
(Xue et al., 2021; Khan et al., 2021; Jena et al., 2022; Nathaniel 
et al., 2020; Ansari et al., 2020). This approach ensures the 
consistency of estimation results, making the analysis valid and 
reliable even with a different environmental indicator. Table 8 
presents the estimation results using ecological footprint per capita 
as the dependent variable, and these results are compared with 
Tables 5 and 7 from previous estimations.

The Hausman test results in Table 8 indicate that the PMG and 
DFE estimators are more efficient than MG. This suggests that 
the PMG and DFE models have advantages in capturing both 
long-term and short-term relationships among variables within 
the analyzed sample. Additionally, PMG proves superior to 
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DFE as it can balance long-term homogeneity across countries 
while accommodating short-term variations. Thus, PMG is the 
optimal choice to ensure more stable and reliable estimation 
results (Espoir et al., 2023). The estimation results also show 
that the ECT value remains consistently negative and significant 
for all estimators. This indicates a consistent adjustment back to 
long-term equilibrium after short-term deviations, reinforcing 
the model’s reliability in demonstrating the relationship between 
independent variables and ecological footprint.

In the context of the EKC hypothesis, the idea that economic 
growth will eventually reduce environmental impact is not 
supported in the long term for the entire sample, including both 
high- and low-income countries. This result suggests that income 
growth does not automatically lead to a reduction in ecological 
footprint per capita, and the EKC cannot be universally applied. 
In the short term, the EKC hypothesis is also generally invalid, 
except for low-income countries when using the DFE estimator. 
This suggests that, under certain conditions, low-income countries 
may exhibit an EKC pattern in the short term, but this cannot be 
generalized to other groups or the long term. These findings are 
consistent with Ansari et al. (2020) for Gulf Cooperation Council 
(GCC) countries.

In this analysis, the PHH hypothesis is tested to examine the effects 
of trade openness and FDI on ecological footprint per capita. Based 
on the results in Table 8, trade openness does not have a significant 
positive effect on ecological footprint per capita. This indicates 
that trade openness is not a factor that directly increases ecological 
footprint per capita in this sample. However, when using FDI as a 
variable representing the PHH hypothesis, the results show support 
for the hypothesis across the entire sample. This means that FDI 
inflows are associated with an increased ecological footprint per 
capita, supporting the argument that foreign investment can add to 
the environmental burden in recipient countries (Sabir and Gorus, 
2019). Overall, FDI appears to have a more significant impact on 
ecological footprint than trade openness; thus, in this context, PHH 
is only valid with FDI presence, not trade openness.

3.7. Faith-Driven Climate Economics
Countries with official religions face unique challenges in 
balancing spiritual responsibilities with economic and ecological 
needs. An economic approach that integrates religious values 
with sustainability efforts is increasingly relevant in addressing 
the climate crisis. This study proposes four practical ideas for 
implementation. First, enhancing participation in global climate 
forums is essential for strengthening these countries’ positions as 
key actors in shaping global policies aimed at balancing economic 
development with environmental conservation (Agusalim and 
Karim, 2024a). Increased involvement of religious nations in 
climate forums is important because it brings moral authority 
that can deepen climate change discourse by emphasizing the 
ethical and moral dimensions of this environmental crisis. 
Religious organizations often motivate sustainability actions 
through values that resonate with the public, as evidenced by 
Agusalim and Karim (2014b), who found that religious beliefs 
can influence attitudes and behaviors related to climate change. 
The involvement of religious nations also enriches global climate 
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policy with diverse cultural perspectives, as reflected in Jenkins 
et al. (2018). Furthermore, the history of religious engagement in 
climate advocacy, including interfaith collaboration among leaders 
of different faiths, strengthens their role as critical stakeholders in 
the global climate dialogue.

Second, the formation of faith-based organizations (FBOs) that are 
directly involved in environmental management is crucial (Tarpeh 
and Hustedde, 2021; Salter and Wilkinson, 2024). FBOs can act 
as driving forces in environmental stewardship through activities 
such as fundraising for nature conservation, levying special 
charges to support preservation programs, and promoting green 
technologies. These activities demonstrate a synergy between 
religious responsibilities and environmental care. FBOs can also 
contribute to educational programs to raise public awareness about 
waste management and renewable energy use.

Third, faith-driven economics offers an economic framework 
rooted in sustainable moral principles, focusing on responsible 
resource management and the awareness that humans are obligated 
to protect the Earth. This approach encourages both communities 
and nations to prioritize ecological balance and social justice, 
aligning with religious teachings that emphasize humanity’s role 
as stewards of nature. While the Sustainable Development Goals 
(SDGs) focus on the holistic management of economic, social, 
and environmental dimensions, religion’s role in sustainability is 
often under-recognized (Haustein and Tomalin, 2021). The SDGs 
tend to adopt a secular perspective that emphasizes scientific and 
technical approaches to environmental challenges. However, 
religious teachings provide strong moral guidance for addressing 
environmental issues in a more inclusive way, urging believers 
to care for nature as part of their spiritual responsibility. In this 
context, a faith-driven economy not only enriches sustainability 
discourse but also provides a moral foundation that can support 
the SDGs, particularly in fostering sustainable consumption and 
production patterns, reducing dependency on non-renewable 
resources, and promoting green economic innovation. By 
incorporating religious perspectives, sustainability policies can 
more effectively resonate with communities and encourage more 
collective action to combat climate change.

Fourth, faith-based investing is an investment approach that 
integrates religious values and moral beliefs into investment 
decisions. This approach emphasizes selecting investments that 
align with religious principles, often avoiding “sin stocks,” which 
are stocks from companies or industries that are considered to be 
contrary to religious teachings, such as the alcohol and gambling 
industries. Faith-based investing also promotes ethical business 
practices that prioritize social responsibility and sustainability, 
supporting companies that operate with regard for community 
and environmental welfare. Faith-based investing often aligns 
with socially responsible investing (SRI) and environmental, 
social, and governance (ESG) investing. Both approaches consider 
environmental, social, and corporate governance factors as key 
criteria in investment evaluations. For instance, in SRI and ESG 
investing, investors consider not only financial returns but also 
evaluate how companies impact society, employees, and the 
environment (Yi, 2023).

4. CONCLUSION

This study finds that the EKC hypothesis does not hold in most 
countries with official religions, particularly among low-income 
countries that still heavily rely on fossil fuels. Although economic 
growth is occurring, income increases in these countries have 
not yet led to a significant reduction in CO2 emissions per capita, 
indicating that the transition to cleaner energy sources is not 
yet optimal. Conversely, the PHH proves relevant in the long 
term, especially with the inflow of FDI linked to increased CO2 
emissions per capita in countries with weaker environmental 
regulations. Energy consumption and the industrial sector 
contribute significantly to emissions, while renewable energy 
adoption consistently aids in reducing CO2 per capita.

From a policy perspective, this research suggests implementing a 
faith-driven economy approach, which integrates spiritual values 
into green economic policies, as an option for countries with 
official religions. Additionally, faith-based investing is proposed 
to encourage more ethical and environmentally conscious business 
practices, thereby contributing more meaningfully to mitigating 
climate change impacts. This approach aims to help these 
countries achieve a better balance between economic growth and 
environmental conservation, strengthening their commitment to 
long-term sustainability while meeting the socio-economic needs 
of their populations.
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